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Editorial 
 
It is my distinct honor, pleasure, and privilege to serve as the new Editor-in-Chief of the 
International Journal of Computers and Their Applications (IJCA) for the second year. I have a 
special passion for the International Society for Computers and their Applications. I have been a 
member of our society since 2014 and have served in various capacities. These have ranged from 
being on program committees of our conferences to being Program Chair of CATA 2021 and CATA 
2022 and CATA 2023 and currently serving as one of the Ex-Officio Board Members. I am very 
grateful to the ISCA Board of Directors for giving me this opportunity to serve society and the 
journal in this role. 

I would also like to thank all the editorial board, editorial staff, and the authors for their valuable 
contributions to the journal. Without everyone's help, the success of the journal would be 
impossible. I look forward to working with everyone in the coming years to maintain and further 
improve the journal's quality. I want to invite you to submit your quality work to the journal for 
consideration of publication. I also welcome proposals for special issues of the journal. If you have 
any suggestions to improve the journal, please feel free to contact me. 

Dr. Ajay Bandi  
School of Computer Science and Information Systems 
Northwest Missouri State University 
Maryville, MO 64468 
 Email: AJAY@nwmissouri.edu 
 
 
In 2023, we have four issues planned (March, June, September, and December). The September 
issue includes the selected papers from CATA 2023 and open submissions. Ajay Bandi and 
Mohammad Hossain are the program co-chairs of CATA 2023. The September issue will contain 
the best papers from CATA 2023 and open submissions. The last issue is taking shape with a 
collection of submitted papers. 
 
I would also like to announce that I will begin searching for a few reviewers to add to our team. 
There are a few areas in which we would like to strengthen our board. If you would like to be 
considered, please contact me via email with a cover letter and a copy of your CV. 
 
Ajay Bandi, Editor-in-Chief 
Email: AJAY@nwmissouri.edu 

mailto:AJAY@nwmissouri.edu
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Guest Editorial 
September 2023 

 
This issue of the International Journal of Computers and their Applications (IJCA) is split into two 
parts. The first part is a collection of four refereed papers selected from CATA 2023, and the 
second part is IJCA-contributed papers that have gone through the normal review process.  The 
papers in this issue cover a broad range of research interests in the community of computers and 
their applications. 
 
ISCA Spring 2023 CATA Conference: CATA 2023 - The 38th International Conference on 
Computers and Their Applications, was held March 20-22, 2023.  Due to the pandemic, it was 
held virtually. Each paper submitted to the CATA 2023 conference was reviewed by at least two 
international program committee members and by additional reviewers, judging for originality, 
technical contribution, significance, and quality of presentation. The proceedings for this 
conference can be found online at https://easychair.org/publications/volume/CATA2023 
 
After the conference, the program committee members recommended the four best papers to be 
considered for publication in this special issue of IJCA. The authors were invited to submit a 
revised version of their papers. After extensive revisions and a second round of review, these 
papers were accepted for publication in this issue of the journal.  The topics and main contributions 
of the papers are briefly summarized below: 
 
LIAN KANG and PIERRE PAYEUR of the University of Ottawa, Canada presents their work 
“Object Recognition for Autonomous Vehicles from Combined Color and LiDAR Data”. The 
paper discusses the importance of object detection in autonomous driving vehicles and the benefits 
of combining data from color cameras and LiDAR scanners. The proposed 3D object detector 
utilizing a bird's-eye view map and focal loss achieves a high speed of 46 frames per second with 
over 90% average precision. Furthermore, a more compact detector is introduced, maintaining a 
fast-processing speed while sacrificing a slight amount of accuracy. 
 
RAQUIBA SULTANA and TETSURO NISHINO of The University of Electro-Communications, 
Japan presents their work “Fake News Detection System using BERT and Boosting Algorithm”. 
This paper addresses the issue of false information spreading rapidly on social media and proposes 
an ensemble model based on transformers to identify false information, particularly related to 
Covid-19. The model utilizes a hybrid ensemble learning approach and achieves excellent 
accuracy (0.99) and F1 score (0.99). The Receiver Operating Characteristics (ROC) curve 
demonstrates a high true-positive rate and an AUC score of 0.99, indicating the effectiveness of 
the suggested model in identifying false information online. 
 
INDRANIL ROY from Southeast Missouri State University, Cape Girardeau, NICK RAHIMI 
from the University of Southern Mississippi, Hattiesburg, BIDYUT GUPTA from Southern 
Illinois University, Carbondale, and NARAYAN DEBNATH from Eastern International 
University, Vietnam present their paper “Secured Communication in Generalized Non-DHT-based 
Pyramid Tree P2P Architecture”. This paper discusses a structured P2P network with an interest-
based system consisting of different clusters. While the network offers efficient data look-up 

https://easychair.org/publications/volume/CATA2023
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protocols, it has the limitation of assuming that peers in a cluster can only have one resource type. 
The authors aim to overcome this restriction by generalizing the architecture and have made 
significant initial progress. They plan to modify existing data look-up protocols while maintaining 
low latency and consider security by using a public key-based approach. Preliminary results 
indicate that the use of public-private key pairs will be more efficient than a symmetric key-based 
approach. 
 
NARAYAN DEBNATH from Eastern International University, Vietnam, CARLOS SALGADO, 
MARIO PERALTA, DANIEL RIESCO, LORENA BAIGORRIA, and GERMÁN MONTEJANO 
from Universidad Nacional de San Luis, Argentina presents their work “An evaluation Framework 
to ensure the quality of the conceptual Models of Business Processes in a Biodiesel Plant”. This 
work proposes improving the quality of business processes in a biodiesel plant by analyzing and 
studying the conceptual models of the processes. A framework is applied to measure the quality, 
providing metrics and indicators for evaluation. The framework facilitates the understanding, 
maintenance, and evolution of business processes, benefiting organizations by ensuring 
comprehension, reducing efforts for model changes, and supporting early evaluation of quality 
properties. The framework consists of two evaluation methods, one numerical and the other based 
on linguistic expressions, providing valuable results for different areas of the business. 
 
 Ajay Bandi, CATA 2023 Program Co-Chair 

Mohammad Hossain, CATA 2023 Program Co-Chair 
Ying Jin, CATA 2023 Conference Chair 
 

IJCA Contributed Papers: As mentioned earlier, the second part of this issue comprises papers 
that were contributed to the International Journal of Computers and their Applications (IJCA).  The 
topics and main contributions of the papers are briefly summarized below: 
 
TOMAZ KOKOT from Alma Mater Europaea, Austria presents his work “Hybrid Remote Work 
Models in Project-Organized Small and Medium-Sized IT Companies”. According to this report, 
remote work has become increasingly popular in the ICT industry due to the COVID-19 pandemic, 
resulting in changes in workplace dynamics and employee perspectives. Remote work provides 
numerous benefits, including flexibility, a better work-life balance, and cost savings, as well as 
reducing employee turnover and boosting productivity. A survey of 100 employees from small 
and medium-sized IT companies showed positive results, with remote work enhancing motivation, 
satisfaction, and productivity. The ICT industry may need to make improvements to support 
remote work or adopt a hybrid model that combines the best features of remote work and traditional 
work methodologies. Although the future of ICT work is uncertain, it is expected to be a dynamic 
and adaptable industry. 
 
SUCHETA SABLE and RAJESH KHERDE from DY Patil University, India presents their work 
“Prediction of water quality parameters using ARIMA & WPFM”. This paper utilizes machine 
learning methods, such as autoregression with mean average and Random Forest Regression, to 
forecast water data from the Godavari River in Maharashtra, India. The models are compared, and 
the ARIMA model is found to be reliable for predicting the subsequent six values with an RSME 
score of 0.5. Additionally, samples from the study sites are collected and tested in the lab to 
compare the predicted results with the actual values during the machine learning process. 
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RATTANAWADEE PANTHONG from the University of Phayao, Thailand presents his work 
“Hybrid SMOTE and Bootstrap Sampling for Imbalanced Classification in Elderly Health 
Condition Dataset”. The study analyzes real-world data imbalances in elderly health condition 
datasets, using hybrid data level techniques like SMOTE and Bootstrap approaches. Four learning 
methods, deep learning, stacking algorithm, random forest, and gradient boosting tree, are applied 
to improve classification accuracy. The HySM_BT50% method achieved the highest correctness 
value at 90.11% using random forest as a classifier. 
 
MOATAZ MOHAMMED, SALSABIL A. EL-REGAILY, and MOSTAFA M. AREF from Ain 
Shams University, Egypt present their work “End-To-End Open-Domain Question-Answering 
System: Baseline and Case Study using EIAD Dataset”. This research focuses on the Open-
Domain Question-Answering (ODQA) task in the field of Islamic religion. The IslamBot QA 
system is developed using deep learning-based retrieval-reader models, using data from the 
English Islamic Articles Database (EIAD). The model sets a new standard with Dense Passage 
Retriever models, achieving 78% R@100. The model generates novel results, with a 71.5% EM 
and 75.8% F1 score. However, the long-form open-domain type poses challenges in justification 
and input without context. 
 
KALIM QURESHI, FATIMA YOUSEF, and PAUL MANUEL from Kuwait University, Kuwait 
present their work “Uml Framework: National Institute for Health and Care Excellence (Nice) 
Diabetes Guidelines Based Diabetes Information System”. This paper addresses the need for an 
effective diabetes management system and proposes a Diabetes Management Information System 
(DMIS) based on the NICE guidelines. The DMIS is designed using the Unified Modeling 
Language (UML) and validated through traceability techniques and expert involvement. The 
results indicate that the proposed DMIS model is comprehensive and aligns with all the 
recommendations provided by NICE, offering a valuable tool for diabetes care and treatment. 
 
BAGHDADI AMMAR AWNI ABBAS and MOHAMMED AL-MUKHTAR from the University 
of Baghdad, Iraq present their work “Building Computer-Based Test (CBT) using MATLAB: 
programming the essential types of questions”. This paper proposes a MATLAB testing package 
for creating Computer-Based Tests (CBT) using six common question types in Learning 
Management Systems (LMS). The package uses the MATLAB App Designer tool and an Excel 
spreadsheet for exam information, student answers, and grades. Users can create unlimited exam 
questions and choose between real tests or training. Grading is a mixed operation between the user 
and the computer, with the program being static and 100% accurate for 200 users attempting 20 
different exams. 
 
As guest editors, we would like to express our deepest appreciation to the authors and the 
reviewers. We hope you will enjoy this issue of the IJCA.  More information about ISCA society 
can be found at http://www.isca-hq.org. 
 
 
Guest Editors: 

Ajay Bandi, Northwest Missouri State University, USA 
 

September 2023 

http://www.isca-hq.org/
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Object Recognition for Autonomous Vehicles from  
Combined Color and LiDAR Data 

 
 

Lian Kang and Pierre Payeur 
University of Ottawa, Ottawa, Ontario, CANADA 

 
 

 
 

 
Abstract 

 
In recent years, autonomous driving vehicles have garnered 

substantial attention in both the commercial and scientific 
domains.  A key challenge faced by these vehicles is the accurate 
detection and recognition of objects within complex real-world 
road environments, essential for their real-time decision-making 
capabilities.  While color imaging has traditionally provided rich 
information, the utilization of LiDAR scanners presents 
advantages such as high-quality data collection under varying 
lighting conditions and the provision of precise spatial 
information with an extensive range.  By combining data from 
color cameras and LiDAR scanners, the potential for object 
detection in autonomous driving is expanded, opening up new 
avenues for advancement.  This paper introduces a novel 3D 
object detector that leverages a bird's-eye view map generated 
from a LiDAR point cloud along with RGB images as input data.  
It employs focal loss and Euler angle regression techniques to 
enhance object detection performance. Through ablation 
experiments, the achieved improvements are evaluated.  
Experimental results demonstrate the framerate and 
performance of the proposed 3D object detector, surpassing 46 
frames per second and achieving an average precision exceeding 
90%.  Additionally, a more compact version of the detector is 
introduced, processing the same input data three times faster 
while maintaining reasonably high accuracy. 

Key Words:  Object recognition, deep learning, LiDAR, 
autonomous vehicles. 
 

1 Introduction 
 

The advent of artificial intelligence has propelled autonomous 
driving vehicles into the realm of possibility, garnering 
substantial investments from major players like Tesla and 
Waymo.  Detecting and recognizing pedestrians, vehicles, and 
other objects on the road is a crucial task in autonomous driving 
systems, ensuring safe and informed driving decisions.  As a 
result, there has been a significant focus on developing efficient 
object detection and recognition technologies. 

Deep learning methods have revolutionized the field of object 
detection and recognition, demonstrating remarkable 
advancements. Recent research has emphasized the inclusion of 
depth information in detection models, surpassing the 
____________________ 
* Email:  lkang018@uottawa.ca, ppayeur@uottawa.ca. 

limitations of traditional 2D mapping approaches for 
autonomous driving.  Light detection and ranging (LiDAR) 
scanners, unlike stereo cameras and active depth sensors, offer 
consistent and high-precision spatial information unaffected by 
ambient lighting conditions.  Consequently, LiDAR scanners 
have gained popularity for 3D object detection in outdoor 
environments.  However, while LiDAR scanners provide shape 
and location information of objects in the real world through 
point cloud data, they lack texture and color information.  To 
fully exploit 3D location with color and texture information, the 
point cloud from LiDAR scanners often needs to be 
preprocessed and combined with RGB images. 

This paper represents an extended version of [6] providing 
further insights into the methodology employed, along with 
conducting comprehensive experimental ablation studies and 
robustness validation.  The aim is to delve deeper into the 
intricacies of the proposed approach and to evaluate its 
performance under various scenarios and conditions.  By 
conducting these additional analyses, a more comprehensive 
understanding of the methodology's strengths, limitations, and 
overall effectiveness can be achieved.  The key original 
contributions of this research include the integration of Euler 
angle regression into the DarkNet-53 convolutional neural 
network [14] to create a 3D object detector capable of 
classifying and localizing cars, pedestrians, and cyclists using 
LiDAR point clouds and RGB images from real-world road 
scenes.  To optimize training and testing efficiency, the LiDAR 
point cloud is transformed into a bird’s-eye view (BEV) map 
using coordinate system transformation and height thresholding.  
Furthermore, the proposed architecture incorporates a focal loss 
[10] and a generalized intersection over union (GIoU) loss [15] 
to address biased data and to enhance the model’s performance.  
The solution is trained and evaluated on real-world data 
provided by the KITTI vision benchmark suite [4], 
demonstrating its object recognition capabilities. 

 
2 Literature Review on 3D Object  

Detection from LiDAR Data 
 
In recent years, significant advancements in artificial 

intelligence have been made in the field of 3D object detection 
and recognition for autonomous driving.  To fully support 3D 
object detection, which involves an important component of 
localization in the environment, the utilization of not only 
traditional RGB or grayscale images but also depth information 

mailto:ppayeur@uottawa.ca
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is required as it provides the spatial coordinates of each pixel.  
Consequently, the need for larger and more complex training 
and testing datasets arises to build performing deep learning 
models, posing higher demands on data processing and 
computing capabilities. 

Two-stage detectors, such as MV3D-Net [3] and AVOD [7], 
have gained prominence in this field. MV3D-Net incorporates 
both RGB images and LiDAR point clouds as input.  It 
combines a 3D object proposal network and a region-based 
fusion network to efficiently generate 3D candidate boxes from 
bird's-eye view (BEV) maps and front-view perspectives 
derived from the point cloud.  AVOD shares similarities with 
MV3D-Net but utilizes a feature pyramid network (FPN) 
instead of a VGG16 based network for feature extraction.  FPN 
helps maintain feature map resolution and preserves both low-
level and high-level information, leading to enhanced detection 
accuracy, particularly for small objects. 

Single-stage detectors, such as PIXOR [23] and PointPillars 
[8], have also made notable contributions to 3D object detection.  
PIXOR discretizes the point cloud by equally spaced units and 
encodes reflectivity to create a regular representation.  It 
employs a fully convolutional network (FCN) to estimate the 
position and heading angle of the target relative to the sensor.  
PIXOR achieves a high detection framerate of over 28 frames 
per second (FPS).  On the other hand, PointPillars directly 
aggregates points falling into each grid, forming ‘Pillars’.  The 
learned feature vector is then mapped back to grid coordinates, 
resembling an image-like representation. 

In addition to these methodologies, researchers have 
integrated the Transformer architecture [19] into 3D detection 
algorithms.  VoTr [11] employs a voxel-based Transformer as a 
3D backbone network for object detection from point cloud 
data. It utilizes self-attention mechanisms to establish long-
range relationships between voxels.  To improve attention span 
without excessive computational overhead, VoTr introduces 
local attention, dilated attention, and fast voxel query.  The 
versatility of the Transformer architecture is demonstrated 
through variants such as VoTr-SSD and VoTr-TSD [11], which 
leverage SSD and R-CNN backbones, respectively. 

In summary, notable progress has been made in 3D object 
detection and recognition for autonomous driving applications 
through various approaches. Two-stage detectors, such as 
MV3D-Net and AVOD, offer efficient fusion of RGB images 
and LiDAR point clouds, while single-stage detectors like 
PIXOR and PointPillars provide rapid detection capabilities. 
Additionally, the incorporation of the Transformer architecture, 
exemplified by VoTr, shows promise in capturing long-range 
dependencies in point cloud data. 

 
3 Point Cloud Preprocessing and Registration  

with RGB Data 
 
A 3D point cloud is the default representation of the data 

collected by a LiDAR scanner.  The LiDAR scanner used to 
collect point clouds for the KITTI dataset [4] and considered in 
this research is the Velodyne’s HDL-64E.  It is a 64-channel 
multi-beam mechanical LiDAR that continuously rotates the 

head to achieve dynamic 3D scanning.  It covers a 360° 
horizontal and 26.9° vertical field of view [4].  Although the 
data provided by LiDAR reports an accurate 3D location, it does 
not contain color information. Therefore, in this work, both the 
color images provided by a collocated RGB camera, and the 3D 
point clouds provided by the LiDAR are used.  

There are two major ways to process a 3D point cloud: one is 
directly processing a 3D matrix, while an alternative approach 
involves projecting the 3D map to its corresponding 2D 
representation.  In recent work using LiDAR point clouds for 
object detection and recognition [5, 9, 26], researchers directly 
train the detector on the 3D point clouds [18] with the 
consequence that convolution operations are more time and 
memory intensive compared to when information is encoded in 
2D.  Alternatively, some models like MV3D-Net [3] opt for 
converting the point cloud to a front view and a BEV map, 
which is more efficient than processing the 3D point cloud 
directly, while not lowering the accuracy. 

The detector proposed in this work uses BEV maps that are 
initially encoded as 2-channel bidimensional grids where each 
pixel of a 2D map contains respectively a ‘cumulated height’ 
parameter associated with 3D points mapped to the pixel, and a 
‘cumulated intensity’ estimate provided by the LiDAR sensor 
along with every 3D point measurement.  The BEV maps 
converted from point cloud data collected by the LiDAR 
scanner are further combined with registered front forward view 
images collected by the RGB camera as inputs.  This section 
details how the LiDAR point clouds are preprocessed and 
converted to the BEV maps, as shown in Figure 1. 

 
3.1 Data Registration  

 
The BEV map is a graphical representation of the point clouds 

from a bird’s-eye view.  It is obtained by projecting the discrete 
LiDAR point cloud on a plane perpendicular to the height 
direction.  Therefore, a BEV map forms an equivalent 
representation of the 3D location information contained in the 
LiDAR point cloud, hence it is more efficient when a large 
amount of data is being processed.  The front forward view and 
color information is provided from corresponding RGB images.  
Therefore, all the required information can be obtained by 
combining the BEV maps converted from LiDAR point clouds 
and the RGB images.  

The 3D point cloud and RGB images are obtained from 
different sensors and must be registered before the two sets of 
data are used together as input.  With the help of the calibration 
matrices from the dataset, the registration of the LiDAR point 
clouds and RGB images is performed using matrix 
transformation to align LiDAR coordinate axes and origin to the 
RGB coordinates. 

 
3.2 Mapping 3D Points within Region of Interest to 2D Pixels 

 
In the dataset considered, the point cloud of each scene 

represents approximately 1.9 MB, which requires significant 
memory space, highly increases computation for both training 
and testing, and reduces detection efficiency.  Therefore, 
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Figure 1:  3D point cloud preprocessing and registration with RGB image. 
 
 

detection is focused over a pre-selected region of interest (ROI) 
in the point cloud.  To balance the model’s efficiency while 
covering all the annotated target objects in the corresponding 
RGB image, the ROI of the point cloud is manually set as a 
rectangular area that spans 40m on either side of the LiDAR 
scanner, and 80m in front of it.  The point cloud data collected 
from the LiDAR scanner are 3D points with real (x, y, z) values 
that carry depth information.  The registered points within the 
ROI carrying real number values are then mapped into integer 
values (u, v) that represent the pixel location on the discretized 
bird’s-eye view (BEV) map. 

 
3.3  Recording the Height and Intensity Information in the 

BEV Map 
 
Once the coordinates (u, v) that represent each pixel in the 

BEV map are obtained, the height information represented by 
the values on the Z-axis and the intensity information 
represented by a 4th parameter contained in the source point 
cloud matrix are extracted from the 3D point cloud to be 
encoded in the corresponding BEV map. 

Inspired by the representation adopted in PIXOR [23], a 
vertical ROI on the Z-axis is selected to support a height 
thresholding operation that is applied to preserve only data from 
the point cloud that are within the selected height of the ROI.  
Next, the height coordinates (on Z-axis) within the ROI are 
rescaled to the ]0, 255[ range, and the height coordinates 
exceeding the ROI are forced to 0 or 255.  Finally, the height 
values of the points in the point cloud that are mapped into the 
same 2D pixel position on the BEV map are cumulated and 
recorded to the “cumulated height” channel of the BEV map.  
Compared with using the maximum height of each pixel 
position [1], the cumulation method appears to be less affected 

by changes in the elevation of the objects due to the 
characteristics of the environment, such as the slope of the road. 
Unlike MV3D-Net [3] that manually selects multiple ranges on 
the Z-axis and accumulate the values of the points within the 
ranges to generate multiple height channels for each 2D point in 
the BEV map, the proposed method performs a single height 
thresholding operation to create one height channel.  This 
contributes to improve the efficiency of the detection process. 

Similarly, the intensity information already contained in the 
point cloud as the 4th value for each 3D point is extracted. For 
all 3D points contained within the selected height ROI and 
falling within the same 2D pixel position on the BEV map, these 
intensity values are accumulated and recorded to the ‘cumulated 
intensity’ channel of the BEV map.  The resulting preprocessed 
point cloud data leads to a 2-channel bidimensional BEV map 
which is used as part of the input for the proposed 3D object 
detector along with the corresponding 3-channel RGB image 
input. 

 
4 3D Object Detector Architecture 

 
The proposed method for 3D object detection combines the 

BEV map generated from a LiDAR point cloud and the 
associated RGB image information to form a single 5-channel 
(height, intensity, R, G, B) input for every 2D pixel coordinate 
in the BEV map, as depicted in Figure 2a.  The BEV map part 
of the input represents the bird’s-eye view over the detection 
range, with a cumulated height channel and cumulated intensity 
channel, as detailed in Section 3.  The RGB image is 
subsampled and padded with [𝑅𝑅,𝐺𝐺,𝐵𝐵] = [128, 128, 128]  to 
match the size of the BEV map, as shown in Figure 2a.  It forms 
the RGB component of the input, which represents the front 
forward view as found in autonomous driving, with three 
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different color channels (R, G, B).  Doing so preserves both the 
3D information collected by the LiDAR scanner in the 
distribution of feature points in the 2D BEV map and the color 
information collected by the RGB camera.  

The output of the proposed model represents the detection and 
recognition confidence over three object classes (car, 
pedestrian, cyclist), with prediction matrices at three different 
scales.  The prediction matrices are used to draw bounding 
boxes (B-Box) around detected objects and to label them with 
their respective classification.  Given the importance of making 
fast decisions in autonomous driving, any improvement in 
object detection speed while maximizing object detection and 
classification accuracy is prioritized.  For this reason, a single-
stage detection model is proposed in this paper. 

As shown in Figure 2, the backbone of the proposed object 
detection model is based on DarkNet-53 [14], modified to 
include the preprocessing stage of the BEV maps and the RGB 
images described in Section 3.  The detection head is based on 
the YOLOv3 anchor regression method, modified by adding 
BEV variables and rotation angle regression.  For the latter, the 
rotation angle encoding uses the Euler representation, as 
inspired by complex YOLO [17]. 

 
4.1 Detection Head with Euler Angle Regression 

 
Through the backbone convolutional neural networks and the 

FPN layers feature maps at three different scales are extracted 
from the input.  As shown in Figure 2d, a detection head is used 
to generate the detection and recognition results based on these 
feature maps.  

Within the detection head, each feature map is divided into 
grid cells.  For each grid cell there are three anchors at different 
scales. These anchors represent priors for bounding boxes (B-
Box).  They are equivalent to a reference frame for the predicted 
B-Box. Based on this reference, the predicted B-Box generated 
by the detection head only needs to be fine-tuned with respect 
to the corresponding anchor.  As a result, for every anchor, there 
is a prediction matrix that contains the parameters used for 
regression during training and the detection result.  The output 
prediction matrix of the proposed detection head contains the B-
Box prediction matrix for both the RGB front forward view and 
the BEV, a confidence score, and classification scores over the 
3 object classes considered. 

To adapt to the different perspectives of the predicted input, 
based on Yolov3 [14], the B-Box prediction matrix for the 
proposed detection head is modified.  It is divided into two parts: 
one for the front forward view, another one for the BEV, as 
shown in Figure 3.  The prediction matrix contains 14 
parameters (i.e., N = 14 in Figure 2d).  The confidence score 𝑝𝑝0 
indicates the confidence that the predicted B-Box contains an 
object.  If this predicted B-Box corresponds to the background, 
then this value should be 0.  The classification scores 𝑝𝑝1, 𝑝𝑝2, 𝑝𝑝3 
represent the probability that the category of the predicted B-
Box corresponds to ‘car’, ‘pedestrian’, or ‘cyclist’ respectively.  
For the final output, only the B-Box with 𝑝𝑝0  higher than a 
detection threshold will be kept and the classification shows 
max(𝑝𝑝1, 𝑝𝑝2, 𝑝𝑝3). 

 
 

Figure 2: Proposed 3D object detection model architecture:  (a) 
preprocessing stage to convert a 3D point cloud and 
corresponding remapped RGB image into a 5-channel 
2D BEV map; (b) backbone of the proposed model 
(DarkNet-53); (c) feature pyramid network (FPN); 
and (d) detection head with outputs prediction 
matrices at three different scales; with (e) details of 
the respective structure of CBL (top) and res unit 
(bottom) 

 
 

Considering that objects of primary interest in the context of 
autonomous driving, such as cars, pedestrians, and cyclists can 
generally be assumed to stand or move on the ground, the front 
forward view bounding box (B-Box) surrounding a detected 
object on the RGB image can be represented by 4 parameters.  
These are the center coordinates, (𝑡𝑡𝑐𝑐𝑐𝑐 , 𝑡𝑡𝑐𝑐𝑐𝑐), and the width and 
height, (𝑡𝑡𝑐𝑐𝑐𝑐, 𝑡𝑡𝑐𝑐ℎ), of the B-Box as shown in Figure 3a.  

Unlike the B-Box on RGB images, the BEV B-Box might not 
be parallel to the BEV map’s coordinate axes, as exemplified in 
Figure 3b.  To predict the relative rotation of the B-Box, as 
inspired by complex YOLO [17], a Euler representation of the 
rotation angle is added to the prediction matrix in the proposed  

detection model.  Hence, the BEV prediction matrix obtained 
from the regression of the proposed model contains 6 variables.   
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Figure 3: Converting the prediction matrix into B-Box: (a) front forward view B-Box; (b) BEV 
B-Box; and (c) prediction matrix of the detector with 14 parameters 

 
 

Aside from the offsets of the B-Box center coordinate, 
(𝑡𝑡𝑏𝑏𝑏𝑏, 𝑡𝑡𝑏𝑏𝑏𝑏 ), and its width and height (𝑡𝑡𝑏𝑏𝑏𝑏, 𝑡𝑡𝑏𝑏ℎ ), the Euler 
representation of the rotation angle of the B-Box, (𝑡𝑡𝐼𝐼𝐼𝐼, 𝑡𝑡𝑅𝑅𝑅𝑅), is 
also encoded in the 6 parameters. 

 
4.2 Loss Functions 
 

The loss function used in the proposed detector model 
consists of a combination of a classification loss, a B-Box 
regression loss, and a confidence loss.  Compared to YOLOv3 
[14], the regression loss uses Generalized Intersection over 
Union (GIoU) [15] instead of mean square error (MSE).  To 
further optimize the performance of the detector, the Euler angle 
is added to the B-Box regression loss.  For the classification 
loss, a focal loss [10] is added to address the imbalance problem 
observed in the KITTI vision benchmark suite [4] training 
dataset for the considered three classes. 

 
4.2.1 Regression Loss.  To match with the Euler angle 

regression network, a combination of GIoU [15] and Euler angle 
regression is used for the B-Box regression.  The GIoU of the 
predicted B-Box and ground truth B-Box is computed as: 

 
 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 =  𝐼𝐼

𝐵𝐵𝑔𝑔∪𝐵𝐵𝑝𝑝
−  𝐴𝐴

𝑐𝑐−(𝐵𝐵𝑔𝑔∪𝐵𝐵𝑝𝑝)
𝐴𝐴𝑐𝑐

 (1) 
 
Where 𝐵𝐵𝑔𝑔, 𝐵𝐵𝑝𝑝 are the ground truth B-Box and the predicted 

B-Box respectively.  𝐼𝐼 is the intersection of the ground truth and 
predicted B-Boxes, and 𝐵𝐵𝑔𝑔 ∪ 𝐵𝐵𝑝𝑝  is the union of the two B-
Boxes.  𝐴𝐴𝑐𝑐  represents the smallest convex shape that encloses 
both 𝐵𝐵𝑔𝑔  and 𝐵𝐵𝑝𝑝 .  𝐴𝐴𝑐𝑐 − (𝐵𝐵𝑔𝑔 ∪ 𝐵𝐵𝑝𝑝)  represents the area that is 
inside 𝐴𝐴𝑐𝑐 but outside (𝐵𝐵𝑔𝑔 ∪ 𝐵𝐵𝑝𝑝).  The GIoU loss for the front 

forward RGB view is represented by: 

  𝐿𝐿𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 = 1 −  𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺  (2) 
 
Since the B-Box prediction matrix contains 4 variables for the 

front forward view and 6 variables for the BEV, the B-Box 
regression loss is divided into two parts: GIoU loss (𝐿𝐿𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺) for 
the front forward view prediction matrix, and an Euler defined 
GIoU loss (𝐿𝐿𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐸𝐸 ) for the BEV prediction matrix which is also 
computed with Equation (2) but on the BEV view. 

 
4.2.2 Classification Loss.  In YOLOv3 [14], cross entropy 

loss [25] is used for classification.  In ideal circumstances, a 
non-biased training dataset helps the model learn the features 
for multi-class object detection and recognition, and cross 
entropy loss would be suitable.  However, among the three 
classes considered in this research (car, pedestrian, cyclist), the 
training data provided by KITTI [4] contains 82% of the total 
objects in the class ‘car’, 13% in the ‘pedestrian’ class, and less 
than 5% in the ‘cyclist’ class.  This represents a significant bias 
toward the ‘car’ category which must be addressed to achieve 
fair comparative results.  Inspired by [10], a focal loss is used to 
substitute the cross entropy loss.  This strategy represents a first 
usage of focal loss on BEV maps to the best of our knowledge. 
The classification loss is defined as: 

 
𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝐹𝐹 = ∑ ∑ I𝑖𝑖,𝑗𝑗

𝑜𝑜𝑜𝑜𝑜𝑜 ∑ [𝑝̂𝑝𝑐𝑐(1 − 𝑝𝑝𝑐𝑐)𝛾𝛾log(𝑝𝑝𝑐𝑐) +c∈classes
𝐵𝐵
𝑗𝑗=0

𝑆𝑆2
𝑖𝑖=0

(1 − 𝑝̂𝑝𝑐𝑐)𝑝̂𝑝𝑐𝑐
𝛾𝛾log(1 − 𝑝𝑝𝑐𝑐)]         

(3) 
 

 𝐼𝐼𝑖𝑖,𝑗𝑗
𝑜𝑜𝑜𝑜𝑜𝑜 = �1, if  object ∈ the 𝑗𝑗th anchor

0, otherwise 
  (4) 
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Where 𝛾𝛾 is the relaxation parameter.  The higher value of γ, 
the more ‘focus’ will be given to misclassified examples, and the 
less loss will be propagated from examples.  𝑆𝑆2 represents the 
number of grid cells, which is equal to the size of the feature map. 
In the proposed model with three different scales, 𝑆𝑆2 has sizes 
19 × 19, 38 × 38, 76 × 76, respectively.  𝐵𝐵 represents the B-
Box. I𝑖𝑖,𝑗𝑗

𝑜𝑜𝑜𝑜𝑜𝑜 is a binary value that indicates whether the 𝑗𝑗𝑡𝑡ℎ B-Box 
of the 𝑖𝑖𝑡𝑡ℎ  grid cell’s GIoU value is larger than the GIoU 
threshold. 𝑝𝑝𝑐𝑐  and 𝑝̂𝑝𝑐𝑐  are the ground truth and the prediction 
classification score for class c. 

 
4.2.3 Confidence Loss.  The confidence loss is used to 

measure the objectiveness of the B-Box.  The proposed model 
uses focal loss as its confidence loss, defined as follows: 

 
𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐  =  ∑ ∑ 𝐼𝐼𝑖𝑖𝑖𝑖

𝑜𝑜𝑜𝑜𝑜𝑜𝐵𝐵
𝑗𝑗=0

𝑆𝑆2
𝑖𝑖=0 �𝐶̂𝐶𝑖𝑖(1 − 𝐶𝐶𝑖𝑖)𝛾𝛾 log(𝐶𝐶𝑖𝑖) + �1 −

𝐶̂𝐶𝑖𝑖�𝐶̂𝐶𝑖𝑖
𝛾𝛾 log(1 − 𝐶𝐶𝑖𝑖)� +

                                         𝜆𝜆𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ∑ ∑ 𝐼𝐼𝑖𝑖𝑖𝑖
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐵𝐵

𝑗𝑗=0
𝑆𝑆2
𝑖𝑖=0 �𝐶̂𝐶𝑖𝑖(1 −

𝐶𝐶𝑖𝑖)𝛾𝛾 log(𝐶𝐶𝑖𝑖) + �1 − 𝐶̂𝐶𝑖𝑖�𝐶̂𝐶𝑖𝑖
𝛾𝛾 log(1 − 𝐶𝐶𝑖𝑖)�  

 (5) 
 

𝐼𝐼𝑖𝑖,𝑗𝑗
𝑜𝑜𝑜𝑜𝑜𝑜 = �1, if  object ∈ the 𝑗𝑗th anchor

0, otherwise 
 (6) 

 

𝐼𝐼𝑖𝑖,𝑗𝑗
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = �1, if the 𝑗𝑗th anchor is background

0, otherwise 
  (7) 

 
𝐶̂𝐶𝑖𝑖 =  𝑝̂𝑝𝑖𝑖(𝑐𝑐) × (𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 + 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐸𝐸)   (8) 

 

𝐶𝐶𝑖𝑖 = �1, if  object ∈ the 𝑗𝑗th anchor
0, otherwise 

  (9) 

 
If an object is detected in the B-Box, the confidence loss is 

∑ ∑ 𝐼𝐼𝑖𝑖𝑖𝑖
𝑜𝑜𝑜𝑜𝑜𝑜𝐵𝐵

𝑗𝑗=0
𝑆𝑆2
𝑖𝑖=0 �𝐶̂𝐶𝑖𝑖(1 − 𝐶𝐶𝑖𝑖)𝛾𝛾 log(𝐶𝐶𝑖𝑖) + �1 − 𝐶̂𝐶𝑖𝑖�𝐶̂𝐶𝑖𝑖

𝛾𝛾 log(1 −
𝐶𝐶𝑖𝑖)�.   𝐶̂𝐶𝑖𝑖 is the confidence score of the 𝑗𝑗𝑡𝑡ℎ prediction B-box in 
𝑖𝑖𝑡𝑡ℎ grid cell, and 𝐶𝐶𝑖𝑖 is the ground truth, that is whether the B-Box 
contains an object. 

In realistic scenarios, most bounding boxes do not contain any 
object.  This causes an imbalance problem where the background 
or negative samples are more frequently detected by the model 
than the objects of some positive samples.  To alleviate this issue, 
the confidence loss is weighted down by a factor 𝜆𝜆𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, which 
intervenes when no object is detected in the box (detected 
background only).  In such a case, the confidence loss is 
𝜆𝜆𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ∑ ∑ I𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐵𝐵
𝑗𝑗=0

𝑆𝑆2
𝑖𝑖=0 �𝐶̂𝐶𝑖𝑖(1 − 𝐶𝐶𝑖𝑖)𝛾𝛾 log(𝐶𝐶𝑖𝑖) + �1 −

𝐶̂𝐶𝑖𝑖�𝐶̂𝐶𝑖𝑖
𝛾𝛾 log(1 − 𝐶𝐶𝑖𝑖)� , where 𝐼𝐼𝑖𝑖𝑖𝑖

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  is the complement of the 
binary value 𝐼𝐼𝑖𝑖𝑖𝑖

𝑜𝑜𝑜𝑜𝑜𝑜 , and 𝜆𝜆𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  weighs the loss down.  
In summary, the loss function of the proposed 3D object 

detector combines the two GIoU regression losses (𝐿𝐿𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 applied 
on the front forward view and the Euler angle loss 𝐿𝐿𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐸𝐸  applied 
on the BEV view), the focal classification loss (𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝐹𝐹 ), and the 
confidence loss (𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐).  The combination of all components leads 

to the general loss function: 
 

 𝐿𝐿 =  𝛼𝛼1𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐𝐹𝐹  + 𝛼𝛼2𝐿𝐿𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 + 𝛼𝛼3 𝐿𝐿𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐸𝐸  + 𝛼𝛼4 𝐿𝐿𝑐𝑐𝑐𝑐𝑐𝑐  (10) 
 
Where 𝛼𝛼1, 𝛼𝛼2, 𝛼𝛼3, 𝛼𝛼4 are the weights for each component of 

the loss function, which are empirically determined based on 
experimental results. 

 
5 Experimental Results 

 
5.1 Performance Evaluation 

 
The performance of the proposed architecture is compared 

with other popular 3D object detectors that also use the KITTI 
LiDAR data as input.  Table 1 summarizes the mean average 
precision (mAP) performance and framerate achieved while 
considering three difficulty levels for the object detection 
process, as defined in the KITTI evaluation metrics.  The 
category ‘easy’ represents cases where low objects occlusion 
occurs and with objects’ B-Box height reaching over 40 pixels 
in the front forward RGB image.  ‘Moderate’ cases involve 
objects that are at least partially visible and taller than 25 pixels.  
Finally, ‘hard’ cases correspond to significantly occluded 
objects that are difficult to observe in images. 

In terms of the detector framerate, the experimental 
evaluation demonstrates that the proposed model reaches 46.4 
frames per second (FPS) in an implementation using a single 
NVIDIA Tesla V100 GPU.  This is more than 3 times faster than 
the transformer-based detector VoTr-SSD, 3 to 4 times faster 
than two-stage detectors with similar detection accuracy, and 
faster than PointPillars by over 4 FPS with similar or exceeding 
accuracy.  

The proposed detector also demonstrates superior precision 
performance compared to other models listed in Table 1, 
including the recently introduced transformer architectures.  In 
this case, it outperforms the dominant two-stage F-ConvNet 
detector by a significant margin of over 3%. Performance gains 
are particularly visible in cases categorized as ‘easy’, as 
illustrated in the corresponding results shown in Figure 4.  For 
visualization purposes, 3D B-Boxes are plotted around the 
detected objects over the testing RGB images (top part of 
results), and the corresponding 2D BEV B-Boxes are plotted 
over the BEV maps (lower part of results).  The color coding of 
the B-Boxes represents the class of the detected objects: yellow 
for ‘car’, red for ‘pedestrian’, and blue for ‘cyclist’.  

Compared with other detectors that use both the LiDAR point 
cloud and RGB images, such as MV3D-Net [3], AVOD [7], 
PIXOR [23], MMF [9], F-PointNet [12] and F-ConvNet [20], 
the proposed detector demonstrates higher mAP on ‘moderate’ 
and ‘hard’ samples.  As shown in Table 1, some models that use 
only a LiDAR point cloud as input reach slightly higher mAP 
on ‘hard’ cases compared with models that combine LiDAR 
point clouds with RGB images as input.  Sample experimental 
results achieved with the proposed LiDAR+RGB single-stage 
detector are presented for ‘moderate’ and ‘hard’ cases in Figures 
5 and 6, respectively. 
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Table 1:  Comparison of performance among 3D object detectors using the KITTI LiDAR dataset 

 
Globally, when examining performance over all classes and 

independently from the ‘easy’, ‘moderate’, or ‘hard’ 
categorization of sample test cases, the mAP over all object 
classes reaches 90.26%, with the average precision (AP) for 
each specific class corresponding to 97.94% for ‘car’, 82.72% 
for ‘pedestrian’, and 90.13% for ‘cyclist’ respectively. 
Statistical details about the performance achieved are detailed 
in Table 2 when considering 1500 pairs of the LiDAR point 
cloud and the corresponding RGB images including all three 
classes of objects considered. 

 
5.2 Ablation Studies with Different Loss Functions 

 
The proposed detector merges Euler angle regression to the 

DarkNet-53 backbone to improve the detection accuracy and 
uses Euler angle regression loss and GIoU loss to optimize the 
training.  To reduce the bias caused by the imbalance in the 
number of samples in each class of the dataset, focal loss [10] is 
also used as the classification loss and the confidence loss.  To 
evaluate if these methods improve the performance of the 
proposed model, ablation studies are designed to test the 
performance of different regression loss and to verify that the 
proposed Euler angle regression does contribute to increase the 
detection accuracy of the proposed model.  The results of the 
ablation experiments are listed in Table 3 where various 
combinations of loss functions are considered as the 
components of Equation (10). 

The ablation studies with different regression loss show that 
the consideration of Euler angle regression increases the 
detection accuracy of the proposed object detector.  Compared 
to MSE, GIoU loss also shows better performance on the 
regression of the proposed model.  Finally, when comparing 
with the use of cross entropy as the classification loss, focal loss 

significantly increases the average precision (AP) for the 
‘pedestrian’ and ‘cyclist’ classes although it slightly decreases 
AP for ‘car’.  Hence, it is concluded that focal loss does 
contribute to better balance the AP over all considered classes. 

 
5.3 Masked BEV Map 

 
In another set of experiments conducted as part of this 

research, a mask in the form of an empty rectangle was 
superimposed over the bird’s-eye view map to selectively 
exclude certain information from the detector’s input.  This 
investigation aimed to determine whether the proposed model 
can handle damaged data.  The experiments demonstrate that the 
proposed detector remains functional even when presented with 
damaged data, with only a marginal decrease in mean average 
precision (mAP) of less than 5%.  Our observations revealed 
that in most cases if a target object is completely hidden or 
missing in the BEV map data, the proposed detector fails to 
detect the object reliably, as illustrated in Figure 7.  This 
indicates that the detector cannot operate with reasonable 
accuracy solely based on the RGB image input.  Conversely, if 
a randomly positioned mask partially occludes an object, as 
depicted in Figure 8, it generally does not significantly affect 
the detection and recognition outcome, as long as partial 
information about the target object remains available in the BEV 
map.  Finally, when the mask covers a background area without 
occluding any target object of interest, as shown in Figure 9, the 
detection result remains unaffected. 

 
 
 

6 Mini 3D Object Detector 
 
As part of the continuous development of deep convolutional 

neural networks and aiming at always pursuing higher accuracy, 

 Method Data Framerate 
(FPS) 

mAP (%) 
Easy Moderate Hard 

Transformer 
VoTr-SSD [11] LiDAR 14.7 87.86 78.27 76.93 
VoTr-TSD  [11] LiDAR 7.2 89.04 84.04 78.68 

Two Stages 

MV3D-Net [3] LiDAR + RGB 2.7 86.49 78.98 72.23 
AVOD [7] LiDAR + RGB 10.0 89.74 84.81 78.12 

F-PointNet [12] LiDAR + RGB 5.7 91.16 84.61 74.77 
F-ConvNet [20] LiDAR + RGB 1.9 91.44 85.84 76.11 

Fast Point R-CNN [2] LiDAR 15.3 90.87 87.71 80.51 
MMF [9] LiDAR + RGB 12.2 86.81 76.75 68.41 
STD [24] LiDAR 10.0 89.93 86.20 79.42 

Single Stage 

VoxelNet [26] LiDAR 4.2 87.95 78.39 71.29 
SECOND [22] LiDAR 19.7 89.33 82.87 78.51 
PointPillars [8] LiDAR 41.9 90.07 86.56 82.81 

SA-SSD [5] LiDAR 24.4 88.75 79.79 74.16 
PIXOR [23] LiDAR + RGB 28.6 86.78 80.75 76.77 

Proposed detector LiDAR + RGB 46.4 94.71 87.33 81.52 
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Figure 4: Samples of ‘easy’ scenes in the KITTI testing dataset.  In each case (a,b,c), the upper row shows ground truth bounding 

boxes, and the bottom row shows detection results achieved with the proposed detector [yellow = car, red = pedestrian, 
blue = cyclist] 

 
 

researchers are motivated to propose various strategies to 
increase object detection framerate, especially in speed sensitive 
context such as autonomous vehicles navigation.  Ideally, a 
detector should be compact from both the memory requirement 
and amount of calculation perspectives, mainly because of the 
availability of limited hardware resources that can be embedded 
on autonomous platforms.  These constraints motivate the 
development of deep convolutional neural architectures well 
adapted for widespread deployment on embedded devices.  
Therefore, although the framerate of the original detector 
introduced in Section 4 reaches up to 46.4 FPS, we still wish to 
explore the design of a lightweight network that involves fewer 
feature matrices to perform even faster on the same 3D object 
detection and recognition tasks. 

 
6.1 Mini Detector Architecture 

 
The proposed mini detector merges the structure of tiny-YOLO 

[16] and the proposed detector from Section 4 to generate 
feature maps at 2 different scales, as shown in Figure 10.  The 
main difference of the mini detector compared to its full-size 
version is the backbone and FPN.  The mini detector uses a 
DarkNet-19 [13] based backbone, modified to adapt to the input 
of the BEV map and corresponding RGB image.  Compared to 
the 53-layers backbone of the original detector, the mini 
detector’s backbone only has 19 layers, that is about 1/3 the 
depth.  Moreover, with the mini detector implementation, only 
two different scales of feature maps are generated and passed to 
the detection head, compared to three in the initial version, to 
further reduce the calculation load and minimize the depth of 
the mini detector model.  The detection head then converts the 
reduced size feature maps into prediction result.  Otherwise, the 
detection head uses the same design as in the proposed full-size 
model and the same combined loss function, Equation (10), for 
training. 

Being more compact, the mini detector’s framerate can reach  
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Figure 5:  Samples of ‘moderate’ scenes in the KITTI testing dataset.  In each case (a,b,c), the upper row shows 

ground truth bounding boxes, and the bottom row shows detection results achieved with the proposed 
detector [yellow = car, red = pedestrian, blue = cyclist] 

 
 

up to over 3 times that of the original full-size detector.  
Therefore, it is better suited for real-time autonomous driving 
applications running on mobile devices, while offering a 
satisfactory compromise on detection performance. 

 
6.2 Experimental Results with the Mini Detector 

 
For a fair comparison of performance with the two proposed 

detectors, the mini detector is trained and tested on the same 
software and hardware environment as the original full-size 
detector presented in Section 4.  Moreover, the training and 
testing dataset remains the same.  Table 4 presents the detection 
and recognition results of both the mini detector and the full-
size detector on 1500 pairs of the LiDAR point cloud and the 
corresponding RGB images. 

As shown in Table 4, the mini detector achieves a good 
performance on detecting ‘cars’ with AP higher than 0.97, but 
lower AP is observed on detecting the ‘pedestrian’ and ‘cyclist’ 
targets.   This is explained by the fact that the training dataset 

used for both proposed models is imbalanced, with less than  
20% of positive samples exemplifying the pedestrian and cyclist 
classes.  Although FPN and focal loss [10] are used to reduce 
the impact of the data imbalance, with fewer layers and less 
features extracted in the mini detector model, the testing 
performance is more severely impacted by the data imbalance 
than with the full-size detector.  Figures 11 and 12 visually 
compare the performance against ground truth labels of both 
versions of the detector by displaying the predicted bounding 
boxes over the front forward RGB image and corresponding 
BEV map for detected objects belonging to the three considered 
classes. 

Conversely, the framerate of the mini detector reaches up to 
158.97 frames per second, which is 3.4 times faster than the full- 
size detector when testing in the same environment, while a 
7.5% reduction of the mAP is observed overall on all three 
combined classes.  Comparing with alternative compact 
implementations of objects detectors, as shown in Table 5, the 
proposed mini detector exhibits relatively high detection 
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Figure 6: Samples of ‘hard’ scenes in the KITTI testing dataset.  In each case (a,b,c), the upper row shows 
ground truth bounding boxes, and the bottom row shows detection results achieved with the proposed 
detector [yellow = car, red = pedestrian, blue = cyclist] 

 
Table 2: Object detection performance on the KITTI LiDAR dataset 

 
Table 3: Effect of different regression loss on the detection results 

 
 
 
 
 
 
 
 
 
 

Class Precision Recall AP F1 mAP (%) Framerate (FPS) 
Car 90.65 98.68 97.94 94.50 

90.26 46.4 Pedestrian 63.89 93.17 82.72 75.80 
Cyclist 79.51 95.24 90.13 86.67 

Classification 
Loss 

Regression 
Loss 

Confidence 
Loss 

AP mAP 
(%) Car Pedestrian Cyclist 

focal MSE focal  95.11 53.93 62.58 70.56 

focal GIoU focal  96.78 64.61 83.83 81.74 
focal MSE + Euler focal  96.88 78.48 90.96 88.77 

focal GIoU + Euler focal 97.94 82.72 90.13 90.26 

cross entropy GIoU + Euler focal 98.03 79.91 88.35 88.76 
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Figure 7: Objects detected on sample test cases with fully 
masked objects in the BEV map (left: without 
mask; right: with occluding mask) 

        
 

 
Figure 8: Objects detected on sample test case with partially 

masked object (left: without mask; right: with 
occluding mask) 

 
 

accuracy when compared to tiny YOLO [16] and tiny SSD [21], 
which are designed for 2D image-based only object detection.  
While expanding the architecture to benefit from 3D 

 
Figure 9: Objects detected on sample test case with mask over 

the background only (left: without mask; right: with 
occluding mask) 

 
 

information issued from LiDAR data, the proposed mini 
detector remains competitive with the performance of similar 
scale detectors reported in the literature.  The mini detector also 
achieves significantly higher detection framerate. 

 
7 Conclusion and Future Work 

 
This paper proposes two original formulations for 3D object 

detectors that leverage 3-dimensional location information from 
a LiDAR point cloud in combination with RGB images.  With 
the objective to optimize the computation and memory usage of 
the detection models, a preprocessing step is performed to 
convert the point cloud data into a bird's-eye view (BEV) map.  
The latter emphasizes the height range of interest through 
height thresholding, while intensity values from the LiDAR 
sensor are accumulated and recorded on the corresponding 
pixel positions.  When combined with color information from 
a registered frontal view RGB image, the process leads to a 5-
dimensional BEV map that serves as input to the detectors. 

The design of the proposed full-size detector model 
combines the GIoU loss and DarkNet-53 architecture from the 
YOLOv3 single-stage detector.  Additionally, Euler angle 
orientation is incorporated into the detection head and an 
original formulation for a combined loss function is introduced.  
Experimental results reveal that the integration of Euler angle 
regression and GIoU losses enhances the performance of the 
proposed detector compared to the original YOLOv3 model, 
which utilizes MSE regression loss. 

To address the bias in detection results caused by imbalanced 
training data, focal loss is employed as the classification loss.  
Ablation studies demonstrate that focal loss partially 
compensates for data imbalance in the proposed models and 
improves the mean average precision (mAP) across different 
classes.  Furthermore, experiments using masked BEV maps 
showcase the robustness of the proposed model to degraded 
sensor inputs.  Overall, the proposed full-size model achieves a 
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Figure 10: Proposed 3D object mini-detector architecture:  (a) preprocessing converts point cloud and 
rescaled RGB image into a 5-channel 2D BEV map; (b) reduced backbone of proposed mini 
detector (DarkNet-19); (c) mini FPN; and (d) detection head with output prediction at 2 different 
scales; with (e) details of the respective structure of CBL (top) and Res Unit (bottom) 

 
 
Table 4: Detection framerate, precision, recall, AP and F1 estimated on each class and overall mAP for the proposed mini detector 

compared with the full-size detector 

 

 Class Mini detector Full-size detector 
Framerate (FPS)  158.97 46.4 

Precision 
Car 89.22 90.65 

Pedestrian 47.83 63.89 
Cyclist 68.74 79.51 

Recall 
Car 95.72 98.68 

Pedestrian 62.31 93.17 
Cyclist 87.72 95.24 

AP 
Car 93.71 97.94 

Pedestrian 69.08 82.72 
Cyclist 85.44 90.13 

F1 
Car 92.47 94.50 

Pedestrian 38.38 75.80 
Cyclist 78.32 86.67 

mAP (%)  82.74 90.26 
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Figure 11: Three sample test cases comparing the ground truth (left), with results of the mini detector (center), 
and results of the full-size detector (right), with B-Boxes [yellow = car; red = pedestrian; blue = 
cyclist] superimposed over front forward RGB image (upper part) and over corresponding BEV map 
(lower part) 

 
Table 5:  Comparison of performance between lightweight detection models 

Model Size Nb of trained parameters Framerate (FPS) mAP (%) 
Tiny YOLO [16] 60.5 MB - 133 57.1 
Tiny SSD [21] 2.3 MB 1.13 M - 61.3 

Proposed mini detector 44.9 MB 7.19 M 158.97 82.7 
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Figure 12: Additional sample cases comparing the ground truth (left), with results of the mini 
detector (center), and results of the full-size detector (right), with B-Boxes [yellow 
= car; red = pedestrian; blue = cyclist] superimposed over front forward RGB 
image (upper part) and over corresponding BEV map (lower part) 

 
 

detection framerate of up to 46.4 frames per second (FPS) in a 
single GPU-based implementation with mAP exceeding 90%.  
Experimental results indicate that the model adapts well to real-
life autonomous driving scenarios with varying levels of 
occlusions. 

To explore faster and lighter detection models suitable for 

real-time and embedded vehicle applications, a mini detector is 
also introduced.  By integrating a lightweight deep learning 
detector into the 3D data processing domain and leveraging key 
concepts from the full-size detector, a compact 19-layer network 
model is developed for 3D object detection and recognition, 
achieving mAP above 82%.  Experiments demonstrate that 
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compared to the full-size detector, the mini detector requires 
approximately 2/3 of the training time and 1/3 of the testing 
time.  This trade-off between processing time and accuracy 
allows for effective performance in time-critical applications.  
The proposed mini detector also shows superior performance in 
terms of both detection accuracy and framerate compared to 
other lightweight 3D detectors. 

While this research brings significant contributions to 3D 
object recognition, some limitations remain and open areas for 
future research.  First, it will be beneficial to develop a self-
optimizing training model that can automatically adjust training 
parameters and feature maps to improve the generalization 
ability of the detectors.  This will allow to adapt better to 
different operational conditions, such as occlusion, low 
resolution, and varying scene complexity.  Second, a sensor-
independent fusion framework is essential to ensure the safety 
of autonomous vehicles.  Further research is needed to explore 
the signal coupling issues that may arise when fusing LiDAR 
scanner and camera inputs, especially in safety-critical 
environments. 

Moreover, addressing the imbalance in the training dataset is 
crucial for improving object recognition accuracy.  While we 
employed focal loss to reduce bias, there is still room for 
improvement, particularly in detecting cyclists and pedestrians, 
which are as important as detecting cars in autonomous driving 
scenarios.  Future research will investigate methods to make the 
model less sensitive to the number of training samples or adjust 
the training dataset to improve balance in the number of samples 
from different classes. 
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Fake News Detection System using BERT and Boosting Algorithm
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Abstract

False information can proliferate and cause significant issues
on social media platforms. To minimize the harm caused
by false information, understanding its sensitivity and content
is essential. This research analyzes the characteristics of
human expression and, based on the results, successfully detects
fake news by implementing different machine learning models.
To identify false information on the Internet, we propose an
ensemble model based on transformers. First, various text
classification tasks were conducted to understand the contents
of false and true news about COVID-19. The proposed
hybrid ensemble learning model utilizes these results. The
results of our analysis were encouraging, demonstrating that
the proposed system can identify false information on social
media platforms. All the classification tasks were validated
and displayed outstanding results. The final model exhibited
excellent accuracy (0.99) and f1 score (0.99). The Receiver
Operating Characteristics (ROC) curve showed that the true-
positive rate of the data in this model was close to one, and
the Area Under the Curve (AUC) score was very high at 0.99.
Thus, it was demonstrated that the proposed model effectively
identified false information online.

Key Words: NLP, deep learning, text classification, BERT,
boosting algorithm.

1 Introduction

The use of social media has steadily increased in recent years.
Most Internet users are frequently active on websites such as
Facebook, Instagram, and Twitter. Social media users were
forecast to number 3.6 billion in 2020; by 2025, that number
is projected to rise to 4.41 billion [8]. People frequently rely
on social media for daily news. As a result, social media
has become the center for spreading false information. The
proliferation of fake news has become a global issue, especially
during the COVID-19 pandemic. Due to fear of COVID-19,
people are more likely to believe false information.

News that is false and disseminated through social media or
news outlets is called fake news. In mass media, information
accuracy is occasionally compromised to boost revenue. As a
result, readers might be misled, and false information might be
disseminated regarding politics, religious affiliations, branding,
and financial services [35]. False information is propagated
to attract public attention, making people more vulnerable to
security attacks and harmful social and political issues. This

*Graduate School of Informatics and Engineering, Email:
sultana.ra@uec.ac.jp, nishino@uec.ac.jp

may explain why the current era is defined as the “post-truth”
era [24].

Daily news consumption alters how we see the world. The
proliferation of false news has jeopardized the integrity of
journalism and media. Governments and businesses have
traditionally taken measures to define, recognize, and halt the
spread of fake news as key goals. Nevertheless, millions receive
falsified information daily, which is pervasive on social media.
By fostering prejudice and intolerance, misinformation prepares
the path for enduring issues.

Many aspects of society have suffered significant damage
owing to fake news. For instance, in the stock market, a false
story about the parent company of United Airlines declaring
bankruptcy in 2008 resulted in a decrease in the stock price by
76% in a matter of minutes, a closing price that was 11% below
the previous day, and the negative effect lasted for more than six
days [7].

The concept of fake news came into the limelight during the
2016 United States presidential election, and the subsequent
social, political, and economic damage caused by the online
transmission of misinformation has been well discussed. The
prevalence of social media, where spreading false information
can easily be done, has worsened this issue. This is frequently
carried out to deceive those who believe the news and
accomplish economic and political milestones. In addition, the
mainstream media has become increasingly biased, and yellow
journalism has become more common. Elections, democracy,
war, and conflict are the main topics of political news.

In traditional media, politically biased reporting and pulling a
predetermined line are frequently used to win over the public.
Although such reporting does not spread factually incorrect
information, it frequently presents incomplete information to
deceive the public and further complicit political interests.
Many misleading and inappropriate claims concerning the
SARS-CoV-2 novel coronavirus (COVID-19) have been made
in conjunction with the virus’s outbreak, notably on social
media [19]. The World Health Organization (WHO) warned
about an ongoing “infodemic”, or an excess of information,
especially false information, during the pandemic due to the
propagation of false information [16].

Since the outbreak of COVID-19, there have been numerous
claims that the illness may be cured, including that consuming
methanol, ethanol, and bleach can protect one against COVID-
19 [38]. The WHO (World Health Organization) had to issue a
warning to people not to consume these poisonous substances
as a consequence [2]. Political leaders such as President
Donald Trump endorsed this assertion, sparking controversy.
He frequently described this disease as the Wuhan or China
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virus. In response, Asians had been targeted for their race in
America. The spread of racial hate crimes is a direct result of
misleading information.

Another well-linked hoax involves the 5G network. A
rumor that the network was spreading the coronavirus or
disrupting human immunity systems first appeared at the start
of the lockdown. There were concerns that people ignited
communication masts on fire across the UK as a result of the
false reports. According to a spokesperson for the Mobile UK
industry group, “more than 50” of these arson attacks occurred
[4]. Rumors regarding the coronavirus vaccine also spread
globally. Numerous studies have examined the relationship
between coronavirus vaccine hesitancy and fake news. Anti-
vaccine groups tried to demotivate mass people with their far-
fetched conspiracy theories [17]. One well-known conspiracy
theory claims vaccines permanently damage DNA or alter genes
[1]. This myth was only about messenger RNA (messenger-
RNA) vaccines, as they implement a genetic approach. These
are examples of the spread of fake rumors in recent years. It is
increasing alarmingly and requires immediate action to prevent
the spread of fake information online.

Fake news creators frequently combine facts from
reliable news sources with false materials to purposefully
or inadvertently mislead readers. It is increasingly viewed
as dangerous to democracy, public peace, and free speech
and can confuse people and spark unrest. Many websites
have taken on the responsibility of debunking and dismissing
rumors and claims, especially those that receive thousands of
views and likes before being proven false. A near real-time
response is essential to prevent fake information from spreading
among online users. Fact-checking websites frequently cannot
verify the accuracy of all the latest information fast enough.
Identifying fake news aims to save time and effort when
examining news veracity[33].

The US 2016 election was questionable for many people as
it caused a lot of fake news to spread online. Many researchers
have attempted to determine fake news patterns during election
periods. Recently, we have proposed a broad framework [27]
which might be used in future elections worldwide to help
people make better decisions in recognizing news deception and
identifying an author’s hidden bias. To conduct this study, the
researchers built a dataset of 200 tweets about “Hilary Clinton”
and conducted a truthfulness assessment. They started by “text
normalizing” tweets, examined feature extraction techniques
to categorize news, conducted a thorough linguistic analysis
of tweets, and extracted the bag-of-words to find observable
patterns, and then used the k-nearest neighbor algorithm to
distinguish between polarized and credible news. They then
discussed the outcomes of implementing the KNN algorithm,
interconnected research domains, and future research directions
for building an ideal model for a fake news detection system
around social media before quantifying the success rate of the
proposed framework.

The first step in detecting and preventing the spread of
disinformation is understanding the information contained in

it. For example, writing patterns, emotions, expression styles,
and grammatical accuracy must be analyzed. In other words,
it is necessary to identify standard patterns throughout the
story. This current study aims to analyze the characteristics
of fake and real news. Based on these characteristics, we
determine the similarities and differences between the two news
types. Recently, several studies have been conducted on this
topic. For example, a Naive Bayes classifier was proposed and
implemented for spam filtering via emails [13]. This research
used Buzzfeed dataset and collected data from three major
Facebook pages and three political news pages (Politico, CNN,
and ABC News). The model exhibits a classification accuracy
of 75.40%.

In another study, we proposed a hybrid fake news detection
system focusing on BERT and Ensemble Learning models [28].
This study aimed to analyze the characteristics of fake news
by implementing text classification tasks and detecting fake
news using an ensemble learning model. These results were
impressive. The accuracy score was 0.97, and the f1-score was
0.98.

2 Related Works

Several deep-learning-based methods that perform well on
various datasets have been proposed to diminish the online
spread of fake news. A recent study proposed a hybrid CNN
model that integrated metadata with the text [34]. The authors
sought to demonstrate that a hybrid approach could enhance
text-only deep learning models. The results of the hybrid
CNN were compared with those of support vector machines
(SVM), logistic regression, Bi-LSTM, and CNN. Another study
suggested an automatic fake news detection system based on a
multi-perspective speaker profile [20].

The authors proposed a novel approach for integrating
speaker profiles into an attention-based LSTM model to detect
falsified news. The profile information served as an attention
factor and additional input data. The system performance was
assessed using a dataset from [34], and it was shown that adding
speaker profiles significantly enhanced the output. The accuracy
of this model on the benchmark dataset was 0.415, which is
approximately 14.5% greater than that of the most advanced
hybrid CNN model.

Public and academic communities have expressed interest in
fake news [25]. Such false information has the potential to
affect public perception, giving malicious groups a chance to
influence the results of public events such as elections. Because
of the high stakes involved, automatically identifying fake news
is a vital but complex problem that remains poorly understood.
However, three features of false news have been universally
acknowledged: the language of the article, user responses it
receives, and source users endorsing it. The existing research
has mainly concentrated on developing solutions specific to a
single attribute, which limits their applicability and success.
To mitigate this issue, researchers have proposed a CSI model
that consists of three modules: capture, score, and integrate
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[10]. A recurrent neural network (RNN) is used in the first
module, which is based on responses and text, to record the
temporal pattern of user activity in a particular article. To
evaluate whether an item is fake, the third module is paired
with the second module, which learns the source characteristics
based on user behavior. CSI outperforms current models
in accuracy tests using real-world data and recovers valuable
latent representations of users and articles. In recent years,
transformers have become the most widely used deep learning
model. It was first introduced in a seminar published by several
researchers from Google and the University of Toronto [31].

This is a self-attention-based deep-learning language model.
The authors suggested a new, straightforward network
architecture based solely on attention mechanisms by rejecting
the concepts of recurrence and convolutions. According to
experiments on two machine translation tasks, these models
exhibited superior quality while being more parallelizable and
requiring a significant reduction in training time. Since then,
several new transformer models have been proposed. These
are the modified versions of the base model. In recent years,
transformer models have become extremely popular for fake
news detection. Several studies have been published based on
this topic.

Another study proposed using a transformer-based ensemble
of COVID-Twitter-BERT (CT-BERT) models [12]. The
authors described the models utilized, methods used for text
preprocessing, and how to add more data. The best-performing
model demonstrated a weighted f1 score of 98.69 on the test
set. Transformer-based models have been used to perform text
classification tasks. BERT, RoBERTa, and CT-BERT have been
used successfully. The authors also empirically evaluated the
effectiveness of a linear support vector baseline (linear SVC)
and various text preprocessing techniques and added additional
data. Finally, an ensemble learning technique was used to obtain
the average of the above models.

Models built on transformers have successfully identified
features of social media news. The TweetEval framework,
which evaluates tweet classifications for various tasks, was
recently proposed. The benchmark for tweet classification,
TweetEval,consists of seven Fundamental Heterogeneous Tasks
in Social Media NLP Research. The authors compared various
pretraining strategies for language modeling and proposed a
strong set of baselines as the starting point.The effectiveness of
starting with pretrained generic language models and continuing
their training on Twitter corpora was demonstrated in these
experimental results [3].

In another study, news articles were analyzed to determine
whether they were accurate, partially true, false, or something
else [30]. The dataset comprised news articles, titles, and
article ratings. The data were preprocessed using TF-IDF
vectorization, and several machine-learning techniques were
employed to select the most effective classification models. The
Gradient Boosting technique outperformed all other models.
With the best classification accuracy of 0.57 and the highest
f1-macro score (0.54 on the provided dataset, the techniques

were interpretive. Other classification models, such as Passive
Aggressive Classifiers, Logistic Regression Classifiers, and
Random Forest Classifiers, have shown different findings.

Another study demonstrated a straightforward method for
detecting false information using a Naı̈ve Bayes classifier
[13]. The strategy was implemented as a software system
and evaluated using data from Facebook news posts. Given
the relative simplicity of the model, the classification accuracy
of the test set was approximately 74%, which is reasonable.
Several methods, which are also explained in this article, can
be used to improve the outcomes. According to the results,
artificial intelligence techniques can be used to address the
challenge of detecting fake news.

Another study examined the rapid expansion of online news
content and established whether the news was true or false
[11]. Therefore, this research suggests a mechanism to identify
rumors and claims that need to be fact-checked, particularly
those that receive thousands of views and likes, before being
refuted and debunked by reliable sources. Several machine-
learning algorithms have been used to identify and categorize
fake news. However, the accuracies of these methods are
limited. This current study uses a random forest classifier to
distinguish between fake and real news. The selected News
Dataset was used to extract twenty-three (23) textual features.
Out of twenty-three features, 14 were chosen as the best
using four techniques, including chi2, univariate, information
gain, and feature importance. The proposed model and other
benchmark techniques were assessed using the benchmark
dataset with the best features. According to the experimental
results, the proposed model performed better in terms of
classification accuracy than other machine learning methods
like GBM (Gradient Boosting Machine), XGBoost (Extreme
Gradient Boosting), and the Ada Boost Regression Model.

Social media and news media spread false information to
increase the number of viewers or as part of the psychological
competition. To mitigate this issue, another study determines
a classification of the ensemble using a set of marked as true
and false news articles [15]. This study develops a text-based
classification approach using an SVM, Random Forest, and
Naı̈ve Bayes, and Decision Tree are used as base learners in
Bagging and AdaBoost. The goal is to find an answer that
allows the user to classify and filter fake material. Consequently,
the authors determine that the best-performing classifiers were
AdaBoost–Linear SVM and AdaBoost-Random Forest with an
accuracy of 90.70% and 80.17%, respectively.

Fact-checking websites play crucial roles in identifying fake
news. The difficult process of identifying fake news aims to save
time and effort when examining news veracity. For this reason,
another study proposed an approach that could identify possible
fake news spreaders on social media as the first step towards
preventing fake news from being propagated among online
users. Therefore, they conducted different learning experiments
from multilingual perspectives: English and Spanish. They
evaluated different textual features primarily not tied to a
specific language and compared different machine-learning
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algorithms. The results indicated that language-independent
features could be used to distinguish between possible fake news
spreaders and users who share credible information, with an
average detection accuracy of 78% for English and 87% for the
Spanish corpus [33].

3 Dataset Description

The fake news dataset aims to develop useful features that
can distinguish fake news from legitimate news more precisely.
Several methods have been developed to acquire news and
determine its accuracy. Linguistic traits of news are present in
many benchmark datasets for detecting fake information.

The novel coronavirus known as SARS-CoV-2, which was
first identified in Wuhan, China, in December 2019, is thought
to be the source of COVID-19. SARS-CoV-2 has rapidly spread
around the globe. On January 30, 2020, the WHO labeled the
outbreak a Public Health Emergency of International Concern
[39]. Coughing, shortness of breath, fever, sore throat, and loss
of taste or smell are typical COVID-19 symptoms. According
to estimates, the incubation period lasts up to 14 days, with a
median duration of 5.1 days[18].

Our society has been affected by COVID-19 for more than
two years. The quality of life suffers due to the disruption
of supply chains and the impact on the economies of several
nations. The disease, infection rates, preventative measures, and
vaccinations received daily top-priority news coverage during
this time. Because of widespread panic, many people believed
that the information shared online was true without checking
the source; the spread of false information was almost as bad as
the pandemic. This problem is referred to as an “infodemic”.
Social media sites such as Facebook and Twitter have served
as the focal points of this “infodemic”. The Co-Aid (COVID-
19 Healthcare Misinformation) dataset was chosen for analysis
because of this issue [9]. It consists of a variety of healthcare-
related COVID-19 data that was obtained from social media.

Information was gathered from December 1, 2019, to
September 1, 2020. Three versions were released during
this period. In this study, the data were collected from all
versions and combined. This information includes news reports,
facts, and false information regarding COVID-19. COVID-
19, coronavirus, pneumonia, flu9, lockdown, staying at home,
quarantine, and ventilators are among the main topics. Most
of the posts were gathered from Tiktok, Facebook, Twitter,
Instagram, and YouTube. To collect news articles, the author
retrieved URLs from several fact-checking websites, including
LeadStories, PolitiFact, FactCheck.org, CheckYourFact, AFP
Fact Check, and Health Feedback. After obtaining all the
URLs of true and fake news related to COVID-19, the authors
used newspapers to fetch their corresponding titles, contents,
abstracts, and keywords. The original dataset contained 4,251
news articles, 296,000 user interactions, and 926 posts on social
media platforms using COVID-19 and ground truth labels. This
dataset included information about user engagement on social
media as well as information about true and false claims. These

were placed in separate files. Only the true and false data were
considered in this study. Figure 1 and Figure 2 represent few
examples of fake and real news used in the Co-Aid dataset.

Figure 1: Example of fake news

Figure 2: Example of real news

This information included social media posts and news
articles. This study separately combined real and fake news
from the entire data collection. A total of 4532 real data and
925 fake data points were utilized in this study. Fake and
real data were combined for ease of analysis. Various fact-
checking websites validated all the news articles and blog posts.
Both true and fake data comprise a statement of the news type
(articles/posts, etc.), fact-checking URL, news URL, title, news
title, content, abstract, publishing date, and meta-keywords.
Information was gathered from news URLs, titles, contents, and
abstract columns. The title refers to the news or title of the
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article and content refers to the content of the news. The abstract
refers to a brief description of the article. This research used
the title, content, abstract, and URLs among all the information
provided. Figure 4 shows a representation of all the analyses
performed on the title, content, and abstract. This illustrates
the patterns of information dissemination through social media
during COVID-19.

4 Methodology

The primary objective of this study was to develop a model
that could accurately identify false news on social media. To
achieve this, we considered the information gathered from
Twitter and examined the characteristics of news articles and
social media posts to build a hybrid system for identifying false
information on social media. Various text-classification tasks
have aided in understanding the characteristics of tweets. This
study was influenced by the TweetEval framework [3].

To detect fake news, it is crucial to analyze the data
and determine their patterns. This section focuses on the
analysis of the data patterns. When training the data for
multiple text classification tasks, such as sentiment analysis,
emotional analysis, hate speech detection, irony detection, and
grammatical analysis, we first investigated the characteristics
and patterns of tweets and news articles. All classification
tasks were performed using pretrained transformer models from
Hugging Face website. Huggingface website offers various
pretrained transformer models for different purposes. Available
pretrained models can be used for different tasks; such as text
classification, image classification, feature extraction, question
answering etc. All news items were then rated according to the
reliability of their sources. The ensemble learning model was
updated based on all the results. The Voting Regressor model
received the prediction scores from each classification task as
input. The Boosting Ensemble model then received the output
score of the voting regressor and the rank score, which predicted
whether the news was true or false. Figure 3 depicts the overall
process architecture.

Figure 3: Architecture of proposed model

4.1 Data Pre-processing

The first step was to preprocess the entire dataset. Data
preprocessing was the most important step because the raw data
were difficult to train. Unprocessed data often yield poor results.
This is particularly true when there are large amounts of missing
data. The missing values was a crucial issue for the Co-Aid
dataset, as many content and abstract data were missing. Those
missing from the content columns were handled by inputting
the value with the title. However, the missing value in the
abstract was replaced with the title. The punctuation was also
removed to clean the data. Consequently, the rank scores were
normalized using minimum-maximum feature scaling.

4.2 Information Analysis

The data were trained on the basis of all five classification
tasks. After training, the prediction scores were transmitted to
the ensemble model section. Figure 4 presents the prediction
scores of the trained data for all five tasks in the Co-Aid dataset.

The information analysis aimed to determine how people
behaved during the COVID-19 pandemic. The “infodemic”
era began during the COVID-19 period. They were anxious
and believed in anything that could stop the outbreak. Some
people made an effort to use this circumstance by spreading
false information regarding diseases, prevention, governmental
policies, etc. This makes it necessary to examine the patterns of
fake news during the pandemic.

• Sentiment Analysis: The goal of sentiment analysis is
to determine whether tweets are positive, negative, or
neutral. The pretrained transformer model CardiffNLP’s
twitter-roBERTa-base-sentiment-latest [21] was employed
to analyze the sentiments [3]. Using this model, the
titles, contents, and abstracts were trained. This specific
model was pretrained on approximately 124M tweets. The
tweets were collected from 2018 to 2021 and fine-tuned for
sentiment analysis using TweetEval.

This pretrained model was applied to the Co-Aid dataset
to analyze the sentiments of the data. The findings of the
sentiment analysis for COVID-19 are displayed in Figure
4. According to sentiment analysis in Figure 4, neutral
news was the most prevalent type, comprising a significant
portion of titles, contents, and abstracts. Neutral news
accounted for more than 70% of the three cases. However,
the prevalence of negative emotions was much lower than
that of neutral emotions. Negative emotions ranged from
18% to 24%. Surprisingly, the percentage of positive
sentiments is 3%, which is negligible compared to the other
cases.

• Emotion Analysis: Another text classification task is
emotion analysis, which divides data into six categories:
anger, fear, joy, love, sadness, and surprise. This
assignment aimed to identify the various emotional states
in tweets [29]. A pretrained DistilBERT model obtained
from the Hugging Face was employed to train the
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Figure 4: Comparative representation of all the analysis tasks of
CoAid dataset

data. ”bhadresh-savani/distilbert-base-uncased-emotion”
[26] was employed in this study. Originally, the
developer fine-tuned the distilbert-base-uncased model on
the emotion dataset [32] using HuggingFace Trainer with
specific hyperparameters. The patterns that the posts
follow can be explained by emotion analysis.

As illustrated in Figure 4, angry, happy (joyful),
and fearful feelings were frequently expressed in news
articles. The amount of joyful news was the highest in
all three cases. In contrast, the frequency of sad posts
was approximately 10%. In contrast, romantic (love)
posts were negligible (approximately 1%). The data
were gathered at the start of the COVID-19 pandemic,
which was characterized by anxiety about the illness and
resentment towards the government over measures such as
the lockdown. However, when news about vaccines was
reported, people felt relieved.

• Hate Speech Detection: Hateful content is frequently
found in fake news. Although this is true in the case of
true news, it is much less likely. Occasionally, people
make conscious attempts to spread divisive propaganda.
In recent years, bots have been used to spread false
propaganda on social media platforms. Therefore,
confirming whether the information in news articles is true
or false is crucial. HuggingFace’s BERT-based transformer

model was used to train the data and spot offensive or
hateful content in the news data. During the analysis,
we designated offensive information as “hate” and neutral
information as “not hate.” The model was pretrained using
the HateXplain dataset [22].

The comparative analysis depicted in Figure 4, shows
that most of the cloud data are normal. However, the
percentage of abusive or hateful news was too high to be
ignored, especially in the title (22%) and abstract (16%).

• Irony Detection: Sarcasm is a common way in which
people convey emotions. Sarcastic posts contain both
accurate and inaccurate information. This ambiguity aids
the online dissemination of fake content. Ironic language
on social media must be examined to prevent this. This
study used the RoBERTa-based transformer model to
examine the ironic content in social media. The data were
divided into “ironic” and “non-ironic” categories. The
results are shown in Figure 4. Surprisingly, most of the
posts contained ironic data. The title and content both
consist of 58% of the ironic data. This amount was the
highest in the abstract (76%). Although there were more
ironic posts and news stories, significant percentages of
non-ironic posts regarding titles (42%), content (42%), and
abstracts (24%) remain.

• Grammatical Analysis: The number of people using
social media and internet users is proliferating. The
number of online newspapers has increased concurrently.
Instead of traditional newspapers, people rely on online
news portals and social media for news. However, the
content quality of online news portals is not sufficiently
standardized. These tabloids occasionally circulate false
information to boost their audiences. They frequently lack
an appropriate editorial board and speak grammatically
incorrectly. Therefore, it is important to consider the
grammar of any news article.

To achieve this, a BERT-based model was used to train
the data. The Corpus of Linguistic Acceptability (CoLA),
which concentrates on the linguistic aspects of texts, was
used to pretrain the model. The labels 0 (grammatically
incorrect) and 1 (grammatically acceptable) were used to
categorize the data [40]. Surprisingly, Fig-4 shows that,
aside from the title, most news content and abstracts on
social media were grammatically correct. This is true for
both social media posts and news articles. The amount
of grammatically acceptable data was very high for the
title (74%), content (58%), and abstract (76%). This
is alarming because newspapers are considered excellent
resources for young people learning foreign languages in
numerous nations.

After training the data using the aforementioned BERT models,
postprocessing tasks were performed on both datasets. The
first step was to determine the performance of the models.
Therefore, it is crucial to validate all the aforementioned
models. As part of the evaluation process, accuracy, precision,
recall, and f1 scores were calculated. The final prediction
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scores of these models consisted of a label and a score; for
example, sentiment analysis yielded positive/negative/neutral
labels and their corresponding scores. These two data sets were
subsequently combined to yield a final score:
Final Score = Prediction Score + Label Score

On a scale of 0 to 1, the label score represents the frequency
of the label among all the data. For example, in the sentiment
analysis title of the Co-Aid dataset, negative data comprised
24% of the total data with a label score of 0.24. In contrast,
positive data comprised 2% of the total data, giving them a
label score of 0.02, and neutral data comprised 74% of the
total data, giving them a label score of 0.74. According to the
aforementioned formula, if the neutral news had a prediction
score of 0.75, the final scores would be 0.68, 0.31, and 0.75.
Similarly, if a piece of positive news had a prediction score
of 0.5 and a label score of 0.02, its final score would be 0.5
+ 0.02 = 0.52. All five participants performed the task. In
addition to calculating the final score, it is crucial to validate
all classification tasks. All these tasks were validated to verify
whether these models functioned per our expectations.

4.3 Rank Score

News websites can be biased or poorly ranked. The rankings
of various news websites served as the foundation for the
ranking scores. The credibility of a website affects the news
quality. For instance, traditional newspapers such as the New
York Times rank higher than satirical news websites such
as The Onion. Researchers from Stony Brook University
developed the Media Rank website to Rank [36]. Six different
rankings were employed by the authors:

1. Reputation Rank
2. Popularity Rank
3. Breadth Rank
4. Ads Indicator
5. Spammer Indicator
6. Political Bias

Because the ranking process was incomplete during the
composition of this study, only the breadth rank was considered.
The reporting of trustworthy news organizations aims to be
politically unbiased. Unlike narrow domains with a few
repeating entity occurrences, reliable news sources work hard to
cover the full spectrum of important news [36]. Consequently,
the depths of insight, scope, relevance, clarity, and reporting
accuracy are reflected in the breadth of coverage, which is a key
indicator of news quality [23]. Based on the number of distinct
entities appearing in news reports, breadth rank quantifies the
breadth of coverage. This study determined the rank score for
each news source using breadth rank.

RankScore = 1/BreadthRank (1)

It was not possible to obtain the breadth rank of all the news
data considered in this study because it did not cover all news

websites. The breadth rank was estimated for cases in which it
was not available. In particular, the breadth and rank scores of
all government websites were estimated to be 1, as we assumed
that government websites provide correct information. The
rank score was then used in the ensemble learning model after
normalization between 0 and 1.

4.4 Ensemble Learning Model

The second half of the experiment was dedicated to ensemble
learning. We aimed to develop a stable model that performs
well using a supervised machine learning algorithm. However,
under certain circumstances, this requirement can be satisfied by
multiple models. To address this problem, an ensemble learning
model was used to reduce overfitting and increase the model’s
generalizability. Ensemble learning involves combining
several weakly supervised models to create a stronger and
more complete supervised model. The fundamental tenet of
ensemble learning is that the other weak classifiers correct
errors even if one weak classifier makes an incorrect prediction.
Therefore, ensemble-learning models are frequently used to
combine various fine-tuned models [37]. Two different types of
ensemble models were used in the study.

i) Voting Regressor
ii) Boosting Ensemble

i) Voting Regressor: An ensemble machine-learning model
called a voting ensemble (or ”majority voting ensemble”)
combines predictions from various other models. This method
can be applied to enhance the model performance, ideally
producing results superior to those of any individual model used
in the ensemble. By combining the results from various models’
predictions, a voting ensemble operates. This method can be
applied to regression or classification. Calculating the average
of the model predictions is necessary for regression [5]. When
classifying the data, the predictions of each label were added,
and the label with the most votes was predicted. This study used
a Voting Ensemble for the regression because the average of all
input models must be calculated. The final score is transmitted
to the Boosting Ensemble Model. The Boosting model was the
last one applied to our data.

ii) Boosting Ensemble: Boosting is another type of
Ensemble Model. Developing a series of weak models generally
increases the prediction power [6]. Each model compensates
for the shortcomings of its predecessors. It employs a gradual
learning process, an iterative method that aims to reduce the
errors of previous estimators. The entire process is sequential,
and to make better predictions, each estimator relies on the
one before it [14]. Extreme Gradient Boosting, also known
as the XGBoost algorithm, is one of the most widely used
boosting techniques. The XGBoost algorithm was used to
increase the voting regressor’s prediction score and determine
the final output of the study. The prediction score obtained from
the voting regressor and the rank score served as the model’s
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inputs. This entails the ranking and prediction scores of the title,
content, and abstract. The result was a binary score of either
zero (false) or one. (true). After the completion of this study,
the model was validated to determine how well the suggested
model would perform.

The previous version of the proposed model used the
aforementioned classification tasks. These tasks were
implemented using identical pre-trained hugging-face BERT
models. The outcome of these classification tasks was the
prediction score. The final scores (obtained from the label
and prediction scores) were transmitted to the weighted average
ensemble model as the input. In contrast, the rank score was
calculated for the given news item. The outputs of the weighted
ensemble and rank scores are fed into a Stacking Ensemble
classifier. The output of the stacked model successfully
distinguishes between true and false news items. Output
0 denotes fake news, and output 1 denotes true news. In
our previous system, classification tasks were not validated.
However, in the present study, these tasks were validated using
the Co-Aid dataset. We implement a voting regressor in
the proposed model. In previous studies, we implemented a
Weighted Average Ensemble model. Previous research used the
Stacking Ensemble model; in this study, we replaced the stacked
model with the XGboost model.

4.5 Results

The project was implemented using Python version 3.9
and the NVIDIA environment. The proposed solution was
employed using PyTorch. The data was cleaned in the
beginning. Handling missing values is crucial, because
the abstract column contains many missing data points.
HuggingFace Transformer models were used to analyze the
title, content, and abstract columns. The following transformer
models, which are available on the Hugging Face website, were
used to calculate the prediction scores:

1) Sentiment Analysis: CardiffNLP-twitter-roBERTa-based-
sentiment-latest [21]
2) Emotion Analysis: Bhadresh-Savani-distilbert-based-
uncased-emotion [26]
3) Hate Speech Detection: Hate-speech-CNERG-bert-base-
uncased-hatexplain-rationale-two [22]
4) Irony Detection: CardiffNLP-twitter-roberta-base-irony [3]
5) Grammatical Analysis: textattack-bert-base-uncased-CoLA
[40]

The dataset was trained using the transformer models. The
maximum length of the input data was set to 512 for all the
models. The default tokenizers from the pretrained models
were used in this study. The prediction scores collected from
the classification tasks were applied in the second part of the
proposed model. All classification tasks were validated, and the
accuracy, precision, recall, and f1 scores were calculated. For
validation purposes, 4500 data points were used for training, and

957 data points were used for testing the entire dataset. There
were three epochs=3, and the batch size was eight. Surprisingly,
the results are satisfactory.

The prediction and rank scores were normalized using
minimum–maximum feature scaling. Subsequently, a voting
regressor ensemble model is applied to the title, content,
and abstract columns. The continuous prediction scores for
each column were generated as outputs. Subsequently, the
performance of the classification task was measured. Due
to this purpose, accuracy, precision, recall, and f1 scores
were calculated. Table 1 clearly explains the performance
measurements of all classification tasks applied to the Co-
Aid dataset. The table successfully presents the accuracy,
precision, recall and f1-score. The scores were impressive
almost everywhere. This implies that the models provide perfect

Table 1: Evaluation of text classification models

Sentiment Analysis
Co-Aid accuracy precision recall f1-score

Title 0.999 0.999 1.0 0.993
Content 0.997 1.0 0.996 0.998
Abstract 0.996 0.997 0.997 0.997

Emotion Analysis
accuracy precision recall f1-score

Title 0.979 0.992 0.982 0.987
Content 0.994 1.0 0.993 0.997
Abstract 0.987 0.992 0.992 0.992

Hate Speech Analysis
accuracy precision recall f1-score

Title 0.994 0.997 0.995 0.996
Content 0.994 0.999 0.994 0.996
Abstract 0.817 0.817 1.0 0.89

Irony Speech Analysis
accuracy precision recall f1-score

Title 0.969 0.997 0.965 0.981
Content 0.994 0.997 0.995 0.996
Abstract 0.993 0.995 0.996 0.996

Grammatical Speech Analysis
accuracy precision recall f1-score

Title 0.991 0.999 0.989 0.994
Content 0.989 0.998 0.987 0.993
Abstract 0.972 0.987 0.978 0.983

prediction in the majority cases for Co-Aid dataset. The model
performed well in Co-Aid dataset. In most cases, the accuracy,
precision, recall, and f1-score of the text-classification n tasks
were approximately d 99%. In some cases. precision and recall
achieved 100% scores. However, there were some exceptions
in which the scores were much lower. This is the end of
text classification. In the next step, the prediction scores were
transmitted to the ensemble learning module.

The first step is to apply a Voting Regressor on Title, Content
and Abstract. The prediction output needs to be boosted because
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the results are unsatisfactory. The title, content, abstract, and
rank scores were used as inputs for the XGBoost model. The
goal of implementing the XGBoost model was to achieve a
final score for all news items, including the rank score, and
to evaluate the final model. The output column represents
the output: Output = 0 if the news is false and output = 1 if
it is true. SciKit Learn is employed in the XGBoost model.
Approximately 80% of the entire Co-Aid dataset was used for
training and 20% for testing. Surprisingly, the Boosting model
performed well on the Co-Aid dataset. This successfully boosts
the input score, which is the output of the Voting Regressor.

According to figure 5 a), the confusion matrix elaborates
more on the prediction employed for the test data of the Co-
Aid dataset. Out of the 1092 test samples, our model accurately
predicted 893 true and 186 fake data. In contrast, ten true
data points were predicted as fake, and three fake data points
were predicted as true. This matrix proves that the model
accurately predicted most of the time. Consequently, the
accuracy, precision, Recall, and f1-Scores were extremely good
(accuracy score = 0.98, precision = 1.0, recall = 0.99, f1-score =
0.98, AUC (Area Under the Curve) score = 0.99). By contrast,
the ROC AUC curve showed excellent results. Figure 5 b)
shows the receiver operating characteristic (ROC) curve of the
XGBoost model.

5 Discussion and Conclusion

This study presents an excellent model capable of accurately
identifying fake news. However, it only addresses two
categories of news: fake and legitimate. Implementing the
proposed model on a dataset divided into more than two
categories–true, partially true, fake, and partially fake–will
be beneficial for obtaining a better understanding. Another
issue was the accuracy score and f1-Score of the Hate Speech
analysis. In addition to Hate speech analysis, all these models
had higher accuracy rates and also f1-score. These issues
should be addressed in future studies. Another shortcoming is
that this study was implemented only on the Co-Aid dataset.
Applying this model to a different dataset can help verify its
efficacy. This model can only detect fake online news. We
did not consider tracking news propagation or verifying source
authenticity. Monitoring the propagation of fake news can help
identify the source of the news. This issue will be addressed in
future studies.

The comparison between the original model [28] and our
suggested models are presented in Table 2. The proposed
model performed better than the existing models. The accuracy,
precision, recall, f1-score and AUC scores all exhibited
improved performance in this new model. The accuracy score
was 0.97 in the original model and 0.99 in the XGboost
model. f1-score and AUC score is also 0.99 in the proposed
model, whereas those were 0.98 in the proposed and original
models, respectively. This indicates that the proposed model
outperformed the original one. Fake News has become a
major issue due to the overwhelming amount of news floating

Figure 5: a) Confusion matrix and b) ROC Curve of the
proposed model for CoAid dataset

Table 2: Comparison between the proposed and original model

Model accuracy precision recall f1-Score AUC
Proposed 0.99 1.0 0.99 0.99 0.99
Original 0.97 0.98 0.98 0.98 0.98

around humans. The spread of fake news has caused enormous
harm to society. The proposed model is a small initiative
to control false and misleading information. The model is a
two-step process in which the initial step is to understand the
given information based on different perspectives of human
behavior. Prediction scores were successfully calculated by
employing pretrained BERT text classification models, such
as sentiment analysis, emotion analysis, hate speech detection,
irony detection, and grammatical analysis. The model was used
to identify fake information in the second step by employing a
Voting Regressor, followed by Boosting algorithms. The model
performed admirably, displaying high accuracy and an f1 score
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of (0.99) in both cases. The final outcome exhibits the highest
AUC rating of 0.99 for the Co-Aid dataset. The TPR rate in
this model was close to one, according to the ROC curve, which
supports the performance of the proposed model.

Before carefully selecting the final model, several
experiments were conducted. The selected combination
produced the best outcomes for spotting false information on
social media. Calculating the variables for each threshold and
plotting them on a plane are required to draw the curve. The
performance of the model is illustrated by a curve. Here, the
true-positive rate is represented by the blue line, whereas the
false-positive rate is represented by the black line. The close
proximity of the ROC curve to the axis in the figure indicates
the performance of this Boosting model.
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Abstract 

 
In this paper, we have considered a recently reported 2-layer 

non-DHT-based structured P2P network.  It is an interest-based 
system.  When first reported, peers in each cluster in the 
architecture used to possess instances of a particular resource 
type only.  It was definitely a very hard restriction practically.  
Recently, to overcome this restriction a generalized form of the 
architecture has been reported in which any peer in any cluster 
can have more than one resource type.  This generalized 
architecture is a little bit more complex than the original one and 
yet efficiency of each data look-up protocol in it remains the 
same as in the simpler initial version of the architecture.  In this 
paper, as a continuation of our work in this direction, we have 
considered security in communication in the generalized 
architecture.  To achieve it, mainly public key-based approach 
has been used for the different look-up protocols (except for 
multicasting) because the required number of public-private key 
pairs is small.  However, for multicasting among the cluster-
heads, we have followed a hybrid approach, because number of 
symmetric keys required is just one independent of the size of 
the multicast group and only the public-private key pair of the 
root cluster-head is needed. 

Keywords:  Structured P2P network, residue class, interest-
based, non-DHT, secured communication. 

 
1 Introduction 

 
Recent trend in designing structured P2P architectures is the 

use of distributed hash tables (DHTs) [19, 21, 29].  Such overlay 
architectures can offer efficient, flexible, and robust service [4, 
19, 21, 29, 31].  However, maintaining DHTs is a complex task 
___________________ 
* School of Computing Sciences & Computer Engineering. 
† Department of Computer Science. 
‡ School of Computing. 
§ School of Computing and Information Technology. 

and needs substantial amount of effort to handle the problem of 
churn.  So, the major challenge facing such architectures is how 
to reduce this amount of effort while still providing an efficient 
data query service.  In this direction, there exist several 
important works, which have considered designing DHT-based 
hybrid systems [13, 17, 28, 32]; these works attempt to include 
the advantages of both structured and unstructured 
architectures.  However, these works have their own pros and 
cons.  Another design approach has attracted much attention; it 
is non-DHT based structured approach [4, 8, 18, 22, 25].  It 
offers advantages of DHT-based systems, while it attempts to 
reduce the complexity involved in churn handling.  Authors in 
[22] have considered one such approach and have used an 
already existing architecture, known as Pyramid tree 
architecture originally applied to the research area of ‘VLSI 
design for testability’ [7, 20].  It is an interest-based peer-to-peer 
system [1, 5, 19-12, 18, 22, 25, 27, 30] with peers of common 
interest clustered together.  Its main focus is to improve the 
efficiency of data lookup protocols in that a query for an 
instance of a particular resource type is always directed to the 
cluster of peers which possess different instances of this 
resource type.  So, success or failure to get an answer for the 
query involves a search in that cluster only instead of searching 
the whole overlay network as in the case of unstructured 
networks.  However, that a peer can have only one resource type 
is a hard restriction practically.  To overcome this problem, 
recently, a generalized form of the architecture [9] has been 
reported in which any peer in any cluster can possess more than 
one resource type.   

 
1.1 Our Contribution  

 
In the present work, as a continuation of our research in 

Pyramid tree p2p network area, we have considered security in 
communication in the generalized architecture and for this we 
have preferred public key-based cryptographic approach to 
redesign/edit our already reported intra- and inter-cluster data 
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look-up protocols, and the broadcast protocol without 
compromising with the efficiencies of the earlier reported 
protocols.  However, a combination of symmetric and public 
key-based approach has been considered in designing a very 
efficient multicast protocol.  

The organization of the paper is as follows.  In Section 2, we 
talk briefly about some related preliminaries.  For a better 
understanding of the architecture, refer to our recent 
publications in this direction.  In Section 3, the newly designed 
secured intra- and inter-cluster data look-up protocols have been 
presented.  In Section 4 we have presented the secured broadcast 
protocol and Section 5 contains the multicast protocol.  Section 
6 draws the conclusion. 

 
2 Preliminaries 

 
In this section, we present some relevant findings from our 

recent works on the Pyramid tree based P2P architecture [15, 
22-24] for interest-based peer-to-peer system.  Residue Class 
based on modular arithmetic has been used to realize the overlay 
topology. 

 
Definition 1.  We define a resource as a tuple ˂Ri, V˃, 

where Ri denotes the type of a resource and V is the value of 
the resource.  

Note that a resource can have many values.  For example, let 
Ri denote the resource type ‘songs’ and V' denote a particular 
singer.  Thus ˂Ri, V'˃ represents songs (some or all) sung by a 
particular singer V'.   

Definition 2. Let S be the set of all peers in a peer-to-peer 
system with n distinct resource types (i.e. n distinct common 
interests).  Then S = {Ci}, 0 ≤ i ≤ n-1, where Ci denotes the 
subset consisting of all peers with the same resource type Ri.  
In this work, we call this subset Ci as cluster i.  Also, for each 
cluster Ci, we assume that Ci

h is the first peer among the peers 
in Ci to join the system.  We call Ci

h as the cluster-head of 
cluster Ci.   

 
The overlay network considered is a 2-layer non DHT based 

architecture [22].  At layer-1, there exists a tree like structure, 
known as a pyramid tree.  It is not a conventional tree.  A node 
i in this tree represents the cluster-head of a cluster of peers 
which possess instances of a particular resource type Ri (i.e., 
peers with a common interest).  The cluster-head is the first 
among these peers to join the system.  Layer 2 consists of the 
different clusters corresponding to the cluster-heads.  

 
2.1 Characteristics of Pyramid Tree  

 
The following overlay architecture has been proposed in [15, 

22-24]. 
 
• The tree consists of n nodes.  The ith node is the ith cluster 

head Ci
h.  The tree forms the layer-1 and the clusters 

corresponding to the cluster-heads form the layer-2 of the 
architecture.  

• Root of the tree is at level 1.  

• Edges of the tree denote the logical link connections 
among the n cluster-heads.  Note that edges are formed 
according to the pyramid tree structure [7]. 

• A cluster-head Ci
h represents the cluster Ci.  Each cluster 

Ci is a completely connected network of peers possessing 
a common resource type Ri, resulting in the cluster 
diameter of 1. 

• The tree is a complete one if at each level j, there are j 
number of nodes (i.e,. j number of cluster-heads).  It is an 
incomplete one if only at its leaf level, say k, there are less 
than k number of nodes. 

• Any communication between a peer pi ϵ Ci and a peer pj ϵ 
Cj takes place only via the respective cluster-heads Ci

h and 
Cj

h and with the help of tree traversal wherever applicable. 
• Joining of a new cluster always takes place at the leaf 

level. 
• A node that does not reside either on the left branch or on 

the right branch of the root node is an internal node. 
• Degree of an internal non-leaf node is 4. 
• Degree of an internal leaf node is 2. 

 
2.2 Residue Class 

 
Modular arithmetic has been used to define the pyramid tree 

architecture of the P2P system.  
Consider the set Sn of nonnegative integers less than n, given 

as Sn = {0, 1, 2,.…  (n – 1)}.  This is referred to as the set of 
residues, or residue classes (mod n).  That is, each integer in Sn 
represents a residue class (RC).  These residue classes can be 
labelled as [0], [1], [2], …, [n – 1], where [r] = {a: a is an integer, 
a ≡ r (mod n)}.  

For example, for n = 3, the classes are: 
 

[0] = {…., ─ 6, ─ 3, 0, 3, 6, …} 
 
[1] = {…., ─ 5, ─ 2, 1, 4, 7, …} 
 
[2] = {…., ─ 4, ─ 1, 2, 5, 8, …} 

 
In the P2P architecture, each integer representing a residue 

class is the logical (overlay) address of the cluster-head of a 
cluster.  For example, logical address of the first cluster-head is 
0, for the second one it is 1, and so on.  We use the integers 
belonging to different classes as the logical (overlay) addresses 
of the peers with a common interest (i.e., peers in the same 
cluster) and the number of residue classes is the number of 
distinct resource types; for the sake of simplicity only the 
positive integer values are used for addressing.  It becomes clear 
that mathematically any class consists of an infinite number of 
integers; it means that we do not put any limit on the size of a 
cluster.  In general, number of peers can be too large compared 
to the number of distinct resource types. 

An example of a complete pyramid tree of 5 levels is shown 
in Figure 1.  It means that it has 15 nodes/clusters (clusters 0 to 
14, corresponding to 15 distinct resource types owned by the 15 
distinct clusters).  It also means that residue class with mod 15 
has been used to build the tree.  The nodes’ respective logical 
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addresses are from 0 to 14 based on their sequence of joining 
the P2P system. 

Each link that connects directly two nodes on a branch of the 
tree is termed as a segment.  In Figure 1, a bracketed integer on 
a segment denotes the difference of the logical addresses of the 
two nodes on the segment.  It is termed as increment and is 
denoted as Inc., this increment can be used to get the logical 
address of a node from its immediate predecessor node along a 
branch.  For example, let X and Y be two such nodes connected 
via a segment with increment Inc, such that node X is the 
immediate predecessor of node Y along a branch of a tree which 
is created using residue class with mod n.  Then, logical address 
of Y = (logical address of X + Inc) mod n.  

 

 
Figure 1:  A complete pyramid tree with root 0 

 
Thus, in the example of Figure 1, logical address of the 

leftmost leaf node = (logical address of its immediate 
predecessor along the left branch of the root + Inc) mod 15 = (6 
+ 4) mod 15 = 10. 

 
3 Public Key and Symmetric Key-Based Secured 

Communication 
 

Before we present the secured protocols the following 
information from the generalized architecture needs to be 
recalled.  In the generalized architecture each cluster-head 
maintains a table of information (TOI) consisting of tuples 
corresponding to different cluster-heads.  For example, the tuple 
for cluster-head Ci

h appears as < Res. Code i, IP (Ci
h) ˃ .  If a peer 

p in cluster Ci possesses another distinct resource type, say j, it 
will appear as a cluster-head as Cj

h in the TOI.  Same is true if an 
existing cluster-head Ci

h possesses another distinct resource type, 
say k, it will appear as a different cluster-head Ckh   However, 
both Ckh and Cih will have the same IP address but with different 
overlay addresses k and i respectively.  We shall use TOI in some 
of our presented protocols here.  Besides, we shall use the 
broadcast protocol designed for the generalized architecture in 
our protocols wherever needed.  This protocol is known as 
generalized-broadcast-incomplete protocol.  Throughout our 
presentations, we shall interchangeably use the words ‘node’ 
and ‘cluster-head’.  So, a node on the tree is actually a cluster-
head.  These are all peers though.  However, we strictly use the 
word ‘peer’ to represent members of a cluster only to avoid any 
possible confusion. In addition, we assume that ‘resource with 
type k’ and ‘resource with code k’ mean the same resource. 

We have considered public key-based approach for most of the 
presented protocols in this work.  However, symmetric key-
based approach can also be used.  As an example, we have shown 
how symmetric key-based approach can be used for intra-cluster 
data look-up.  In addition, we have used a combination of both 
public and symmetric keys in designing the proposed secured 
multicast protocol. 

In the rest of this section, we shall use the following notations.  
Public key and private key of the root cluster-head C0

h are 
denoted as PU0 and PR0 respectively.  For any other cluster-head 
Ci

h, these are PUi and PRi respectively.  Request for an instance 
of a resource with code i is denoted as Req-i; and of course, the 
IP packet containing Req-i will have the requesting peer’s 
identity, that is, its IP address.  The corresponding response to 
Req-i is denoted as Res-i.  

The process of encrypting a message M with a key is denoted 
as E (key, M) and decrypting as D (Key, M).  We have mentioned 
earlier that resource code is the same as the cluster-head’s logical 
address; for example, if the logical address of a cluster-head Ci

h 
is i, resource code of the resource owned by the cluster-head as 
well as by peers in the cluster Ci is also i. 

 
3.1 Public Key Distribution Among Cluster-Heads [16] 

 
We start with a simple method for cluster-heads to know the 

public keys of all other cluster-heads.  Assume that so far there 
are k number of clusters present in the network, with logical 
addresses of the existing cluster-heads being 0 to (k-1).  That is, 
the largest resource code currently present in TOI is (k-1).  In this 
context note that in the generalized P2P network, it is possible 
that IP(Ci

h) = IP(Cj
h), i.e., the same peer represents two cluster-

heads of two different clusters Ci and Cj containing respectively 
peers with resource type i and resource type j.  Therefore, this 
peer will have two different logical addresses and two pairs of 
public key-private key; and the peer will use both the public keys 
and the private keys of the cluster-heads whenever needed.  Same 
is true for any number of cluster-heads that the peer may 
represent.  When a peer p with instance(s) of some resource type 
wants to join, at first cluster-head C0

h checks its TOI if the 
resource type of the joining peer is already present in it.  Now 
one of the following two different situations may arise. 

 
Situation 1: Resource type of peer p does not exist in TOI  
 

1. New peer p contacts C0
h for joining the network.  

2. Cluster-head C0
h assigns the joining peer with the next 

largest available number for the code; so, the code for 
p becomes k because TOI contains resource codes from 
0 up to (k-1) before peer p joins.  

3. C0
h makes entry in the TOI for the new resource code k 

(which is now the logical address of the newly joining 
peer p) and the IP address of peer p, because now peer 
p becomes the cluster-head Ck

h. 
4. C0

h and Ck
h exchange their public keys, namely PU0 and 

PUk. Their respective private keys are PR0 and PRk. 
Cluster-head C0

h updates a list L by including PUk.in it.   
List L now contains (k+1) different public keys 
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corresponding to (k +1) cluster-heads.  / List L initially 
contains only PU0 of C0

h  / The same peer representing 
multiple cluster-heads with identical IP addresses but 
with different resource types, will have unique public 
key-private key pairs for each such cluster-head 

5. C0
h performs E (PR0, L) and executes the generalized-

broadcast-incomplete protocol so that each node 
(cluster-head) on the tree receives a copy of the 
encrypted list L; each receiving node performs D (PU0, 
E (PR0, L)) to get the recent copy of the list L.    / Now 
each node has the knowledge of the public keys of all 
existing nodes. 

6. The above five steps are executed each time a peer with 
a new resource type contacts C0

h to join the network. 
 
Situation 2:  Resource type of peer p exists in TOI                
 
When a new peer p with some instance(s) of an existing 

resource type with code, say, m, wants to join the system, the 
following steps are executed to include the peer in the network. 

 
1. New peer p contacts C0

h for joining the network  
2. C0

h checks with the (m+1)th  entry in TOI to get the IP 
address of Cm

h 
3. C0

h sends the IP address of Cm
h to p 

4. Peer p contacts Cm
h 

5. Cm
h gives its public key PUm to peer p / Peer p will use 

this public key for secured communication inside 
cluster Cm as well as for inter-cluster data-look-up 

 
3.2 Symmetric Key Distribution Among Peers in a Cluster 

  
When a new peer with some instance(s) of an existing resource 

type m wants to join the system, the following steps are executed 
to include the peer in the network.  

 
1. New peer p contacts C0

h for joining the network  
2. C0

h checks with the (m+1) th entry in TOI to get the IP 
address of Cm

h 
3. C0

h sends the IP address of Cm
h to p 

4.  Peer p contacts Cm
h 

5.  Cm
h and peer p exchange their symmetric keys.   / Peer 

p may use this symmetric key for secured intra-cluster 
communication in cluster Cm  

 
Note that if the number of peers in a cluster Ci is N, there will 

be N distinct symmetric keys, one for each peer; the list 
containing these corresponding N symmetric keys will be present 
with the cluster-head Ci

h. 
 
Observation 1.  Considering both Situations 1 and 2, total 

number of required Public-Private key pairs (N') is the number 
of cluster-heads present in TOI. Some peer may appear as 
cluster-head multiple times in a generalized situation; thus, 
depending on the situation this peer may possess more than one 
public-private key pair.   

Observation 2.  Number of required symmetric keys (N'') for 

secured communication inside a cluster is the number of peers 
present in the cluster not counting the cluster-head.  This number 
N'' is much larger than N' because number of peers in a cluster is 
supposed to be very large compared to the number of distinct 
resource types [6].   

Observation 3.  Public key-based approach is preferred to 
symmetric based approach because of much smaller number of 
distinct keys required in the former. 

In all protocols stated in this section, it is assumed that each 
cluster head has a copy of the list L and TOI.  Besides, it is 
assumed that peers in a cluster are trustworthy and they are not 
intruders.  An intruder peer is an outsider and does not belong to 
the P2P network. 

 
3.3 Secured Intra-cluster Data Look-up Protocol  
 
Assume that a peer p' in cluster Ci issues a data look-up request 

Req-i in Ci. Either public key or symmetric key cryptography can 
be used for secured communication.  In the presented protocols, 
we denote IP address of a peer X as IP(X).  We first state secured 
intra-cluster protocol using public key based cryptographic 
approach (Figure 2), followed by symmetric key based approach 
(Figure 3).  After that we shall consider secured communication 
with anonymity. 

 
 3.3.1 Use of Public Key Cryptography 
          
      1.   if    p' = Ci

h 
                 Ci

h broadcasts the request Req-i in Ci/One hop 
communication 

.                if   a peer p* in Ci has the requested response Res-i  
                       peer p* unicasts E (PUi, Res-i) to Ci

h 

                       Ci
h performs D (PRi, E (PUi, Res-i)) to receive 

the response Res-i       
                 else  
                     Search for Req-i fails 
           2.    else  

         p' unicasts Req-i to Ci
h 

         if     Ci
h has the requested response Res-i 

                         Ci
h unicasts E (PRi, Res-i) to peer p'              

                         peer p' performs D (PUi, E (PRi, Res-i)) to 
receive the response Res-i    

                  else  
                         Ci

h broadcasts the request Req-i in Ci 

           3.               if    a peer p* in Ci has the requested response 
Res-i     

                               peer p* unicasts E (PUi, Res-i) to cluster-
head Ci

h   
                               Ci

h performs D (PRi, E (PUi, Res-i)) to get 
Res-i 

                               Ci
h unicasts E (PRi, Res-i) to the peer p' 

                                     peer p' performs D (PUi, E (PRi, Res-
i)) to receive the response Res-i     

        4.               else  
                               Search for Req-i fails 

 
Figure 2:  Public key based secured intra-cluster data lookup 
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Remark 1.  Only the public-private key pair of the cluster-
head is needed to ensure security. 

 
3.3.2 Use of Symmetric Key Cryptography 

 
1.  if    p' = Ci

h 
                        Ci

h broadcasts the request Req-i in Ci                                              
/ One hop communication 

.                        if   a peer p* in Ci has the requested response 
Res-i  

                              P* unicasts E (SyKey (p*, Ci
h), Req-i) to 

cluster-head Ci
h    

                               / SyKey (p*, Ci
h) is the common symmetric 

key of p* and Ci
h 

                             Ci
h performs D (SyKey (p*, Ci

h), E (SyKey 
(p*, Ci

h), Res-i)) to get Req-i    
                        else  
                              Search for Req-i fails 
2.   else 

       p' unicasts its Req-i to cluster-head Ci
h     

               if    Ci
h has the requested response Res-i 

                              Ci
h unicasts E (SyKey (p', Ci

h), Res-i) to 
peer p' 

             peer p' performs D (SyKey (p', Ci
h), E 

(SyKey (p', Ci
h), Res-i)) to get Req-i    

                3.           else  
            Ci

h broadcasts the request Req-i in Ci 
                              if   a peer p* in Ci has the requested answer  
                                    peer p* unicasts E (SyKey (p*, Ci

h), 
Res-i) to cluster-head Ci

h; 
                                   Ci

h performs D (SyKey (p*, Ci
h), E 

(SyKey (p*, Ci
h), Res-i)) to check the response Res-i          

                                   Ci
h performs E (SyKey (p',Ci

h), Res-i) 
                                   Ci

h unicasts the encrypted response to 
peer p' 

                                   peer p' performs D (SyKey (p',Ci
h), E ( 

SyKey (p',Ci
h), Res-i)) to receive the response Res-i 

                             else  
            4.                    search for Res-i fails 
 

Figure 3: Symmetric key based secured intra-cluster data lookup 
 
We mentioned earlier that number of required symmetric keys 

for secured communication inside a cluster is the number of 
peers present in the cluster not counting the cluster-head.  This 
number may be very large.  However, for public key-based 
approach it is only the public key and the private key of a cluster-
head Ci

h that are required for secured intra-cluster 
communication in that cluster Ci.  Because of this very small 
number of keys required, we have considered public key-based 
approach for designing secured communication protocols with 
anonymity. 

 
3.4 Secured Intra-Cluster Communication with Anonymity 

 
Let us first state a general idea to achieve anonymity  

irrespective of if the protocol used is an intra-cluster or an inter-
cluster one.  Achieving anonymity in the architecture is a bit 
tricky because diameter of each cluster is just one.  It means that 
for intra-cluster communication, a requester and a replier are 
always one hop away from each other.  So, logically there is no 
other peer present between them; this means they cannot hide 
their respective identities from each other while communicating 
with each other through request and response.  It has led us to 
present the following simple yet effective solution to achieve 
anonymity between a requester and a responder inside a cluster. 
It can be applied to inter-cluster communication as well.  The 
idea is somewhat similar to the idea used in Mixes. In general, 
the idea works as follows. 

Let the requesting peer be p’ and also let p” be a randomly 
chosen peer by p’ toward the destination.  Peer p’ sends a request 
packet directly to peer p”.  Thus, p” acts as an intermediate 
forwarding peer of the request packet issued by peer p’.  Before 
unicasting further, peer p” replaces the IP address in the source 
field in the received packet by its own identity.  Thus, p” appears 
now as if it is the source of the requester to the next peer along a 
randomly chosen path to the destination.  

In the present work, the path of query propagation is termed 
here as query-path.  Furthermore, we assume that these peers will 
remember, wherever applicable, their respective immediate 
senders’ identities and immediate followers’ identities along the 
query propagation path so that a reply can follow the reverse-
query-path all the way to the requesting peer.  Similar approach 
of replacing addresses is followed along the reverse path while 
forwarding the corresponding response toward the requesting 
peer.  Therefore, the replier will have no clue about who the 
original requesting peer is. Similarly, the requester will not know 
the true identity of the replier. 

It may appear that too many address replacements may be 
needed, but we observe that it is not the case in both intra- and 
inter-cluster lookup protocols; it is at most two.  Recall that 
diameter of a cluster is just one hop.  Therefore, in the present 
work to achieve anonymity, a request is sent by a requesting peer 
pi to its cluster-head Ci

h always via a randomly chosen peer (i.e.,  
using only two hops); hence, source identity is replaced only 
once in a request packet while it travels to the cluster-head except 
in the case when the cluster-head itself issues the request; in this 
later case, only the response packet may go through the 
replacement process once if at all needed. Similarly, a response 
packet is always forwarded by the cluster-head Ci

h to the 
requesting peer pi using two hops only; thereby replacement 
occurs only once in the response (reply) packet, irrespective of if 
the proposed protocol is intra- or inter-cluster protocol.  Thus, we 
observe that only two replacements are sufficient to hide the 
identities of the requesting peer and the responder from each  
other.  In other words, replacements occur only in one segment 
(from requesting peer to its cluster-head) of the query-path.  
Similarly, it occurs only in one segment (from the cluster-head 
to the requesting peer) of the reverse-query-path.  Therefore, the 
look up latency increases only by two hops. 

The public key-based secured intra-cluster data lookup 
protocol with anonymity appears in Figure 4 below. 
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  1. if    p' = Ci
h                   

                  Ci
h broadcasts the request Req-i in Ci  / One hop 

communication 
.                                                          / Ci

h always broadcasts a 
request irrespective of if it is the   actual requester or not; so, no  

                                                             receiving peer has any 
clue about the true requester 

                  if   a peer p* in Ci has the requested response      
                        peer* unicasts E (PUi, Res-i) to a randomly 

chosen peer pr in Ci 
                        peer pr unicasts Req-i to cluster-head Ci

h  
/Intruder cannot get Res-i as it does not know PRi            

 
                       Ci

h performs D (PRi, E (PUi, Res-i)) to get the 
response Res-i                 / Ci

h has no clue about the identity of  
                                                                                                                                                    

the true responder 
                 else  
                      Search for Req-i fails 

2. else  
        p' unicasts Req-i to a randomly chosen peer pr 

in Ci 
                 peer pr unicasts Req-i to cluster-head Ci

h                                                       
/Req-i is sent along the query-path to Ci

h 
                                                                                                                      

/ Ci
h does not know the identity of the actual requester 

3.        if    Ci
h has the requested response Res-i 

                      Ci
h unicasts E (PRi, Res-i) to the random peer pr 

along the reverse-query-path  
                      peer pr

 unicasts E (PRi, Res-i) to peer p'                       
/ reverse-query-path is followed to reach the true requester              

                            peer p' performs D (PUi, E (PRi, Res-i)) to 
receive the response Res-i   

                                                                                                                                                 
/Anonymity of the responder is preserved 

                else  
                     Ci

h broadcasts the request Req-i in Ci 

           4.           if   a peer p* in Ci has the requested response 
Res-i     

                           peer p* unicasts E (PUi, Res-i) to cluster-
head Ci

h   
                                                                                                                             

/Intruder cannot get Res-i as it does not know PRi            
                          Ci

h decrypts the information to get Res-i 
                          Ci

h unicasts E (PRi, Res-i) to the random peer 
pr along the reverse-query-path   

                          peer pr
 unicasts E (PRi, Res-i) to peer p'               

/ reverse-query-path is followed to arrive at the true requester 
                                peer p' performs D (PUi, E (PRi, Res-i)) to 

receive the response Res-i   
                                                                                                                            

/ p' does not know the identity of the true responder 
                     else  

                          Search for Req-i fails  
 

Figure 4: Public key based secured intra-cluster data lookup 
with anonymity 

Theorem 1.  Anonymity between a requesting peer and a 
responding peer is preserved. 

Proof:  In the protocol, if cluster-head is the requester, any 
response arrives at the cluster-head via a randomly chosen peer 
in the cluster.  Hence, cluster-head does not know the identity of 
the actual responder.  On the other hand, if cluster-head is not the 
requester, any response is always unicasted finally by the cluster-
head to the requesting peer via a randomly chosen peer in the 
cluster.  So, such a requesting peer will not have any clue about 
the true responder.  Similarly, any request from a peer other than 
the cluster-head always arrives at the cluster-head via a randomly 
chosen peer.  So, the cluster-head has no clue about the true 
requester.  Besides, whenever needed whether the requesting 
peer itself is the cluster-head or not, the Req-i is always 
broadcasted in the cluster by the cluster-head.  So, no responder 
will have any clue about the true requester.  Hence anonymity 
between a requesting peer and a responding peer is always 
preserved.  □ 

 
The protocol offers secured communication because of two 

reasons:  first, any intruder cannot know the private key of any 
cluster-head; therefore, when a responding peer unicasts to the 
corresponding cluster-head its response encrypted with the 
public key of the cluster-head, no intruder can know the 
response.  Second, even if the intruder comes to learn about the 
public key of the cluster-head, it will be almost impossible to 
guess the random peer on the reverse-query-path along which the 
cluster-head unicasts any response encrypted with its private 
key:  meaning that an intruder cannot identify the path of the 
reply to the requester making it impossible to look for the reply. 

 
Observation 4.  Security with anonymity with symmetric key 

based approach in intra-cluster data look-up can be achieved 
using query-path and reverse-query-path in a similar way as in 
the public key-based approach. 

 
3.5 Secured Inter-Cluster Data Look-up Protocol with 

Anonymity 
 
We shall illustrate the steps of the protocol using the following 

inter-cluster communication scenario.  Let a peer p* in cluster Ci 
get an instance of a resource with code m.  So, the request Req-
m should be sent to cluster Cm to get any response related to the 
query.  Note that the cluster-head Ci

h itself may also be the 
requesting node.  Besides, the generalized architecture, the same 
peer may appear as multiple cluster-heads [26]; in such a case 
IP(Ci

h) and IP(Cm
h) will be identical even though the two cluster-

heads will have different logical addresses in the TOI.  Therefore, 
we require to consider all four possible cases involving the two 
cluster-heads and the requesting peer.  The protocol is stated 
below in Figure 5. 
 

if Peer p* ≠ Ci
h and IP(Ci

h) = IP(Cm
h) / Case 1                            

                Peer p* unicasts Req-m to cluster-head Ci
h via a 

query-path in Ci                  / path is chosen as in intra-cluster 
protocol 

          if   Cm
h has the answer to Req-m           
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             Ci
h unicasts E (PRi, Res-m) to the requesting 

peer p* via the reverse-query-path       
                                                                                                    

/ Cm
h and Ci

h are the same peer with different private 
keys 

                                                                                                      
and different logical addresses 

               peer p* decrypts with PUi to get the Res-m 
/ anonymity of requester and responder is preserved 
          else  
               Cm

h broadcasts the request in Cm 
                          if   ∃ p' with the answer Res-m  

                                    p' unicasts E (PUm, Res-m) to its 
cluster-head Cm

h 
                     Cm

h performs D (PRm, E (PUm, Res-m) 
to get Res-m 

                     Ci
h unicasts E (PRi, Res-m) to the 

requesting peer p* via the reverse-query-path in Ci 
                                                                                               

/ Cm
h and Ci

h are the same peer with different private 
keys 

                                                                                                       
different logical addresses 

                      peer p* decrypts with PUi to get the 
Res-m          / Anonymity of requester and responder is 
preserved 

 
                          else 
                                Ci

h unicasts ‘fail’ information to peer p* 
via the reverse-query-path in Ci                  / Search for Req-m 
fails 

else               
     if Peer p* ≠ Ci

h and IP(Ci
h) ≠ IP(Cm

h)                                                             
/ Case 2 

            Ci
h finds from list L the public key PUm of 

cluster-head Cm
h                      / Identifies the cluster with 

resource type m 
            Ci

h unicasts E (PUm, Req-m) to cluster-head 
Cm

h                                                           / Inter-cluster 
communication 

            Cm
h performs D (PRm, E (PUm, Req-m)) to get 

Req-m  
                         if    Cm

h has the answer to Req-m 
                 It unicasts E (PUi, Res-m) to cluster-head 

Ci
h                                                          / Inter-cluster 

communication 
                 Ci

h performs D (PRi, E (PUi, Res-m)) to get 
Res-m                                                       / Ci

h receives 
the response 

                 Ci
h unicasts E (PRi, Res-m) to the 

requesting peer p* via the reverse-query-path in Ci 
                 peer p* decrypts with PUi to get the Res-m                         

/ Anonymity of requester and responder is preserved 
            else  
                 Cm

h broadcasts the request in Cm 
                            if ∃ p" with the answer Res-m  

                                      p" unicasts E (PUm, Res-m) to its 

cluster-head Cm
h 

                            Cm
h performs D (PRm, E (PUm, 

Res-m) to get Res-m 

                            Cm
h unicasts E (PUi, Res-m) to 

cluster-head Ci
h                                        / Inter-cluster 

communication 
                             Ci

h performs D (PRi, E (PUi, Res-
m)) to get Res-m                                         / Ci

h receives 
the response       

                             Ci
h unicasts E (PRi, Res-m) to the 

requesting peer p* via the reverse-query-path in Ci 
                             peer p* decrypts with PUi to get the 

Res-m            / Anonymity of requester and responder is 
preserved 

                                 else 
                                           Cm

h unicasts ‘fail’ information to 
Ci

h                                                                      / Search for Req-m 
fails 

                                           Ci
h unicasts it to peer p* via the 

reverse-query-path in Ci                                                
 else                                                                                     
           if Peer p* = Ci

h and IP(Ci
h) ≠ IP(Cm

h)                           / 
Case 3 

     Ci
h finds from list L the public key PUm of cluster-

head Cm
h                              / Identifies the cluster with 

resource type m 
     Ci

h unicasts E (PUm, Req-m) to cluster-head Cm
h    / 

Inter-cluster communication 
     Cm

h performs D (PRm, E (PUm, Req-m)) to get Req-
m  

                  if    Cm
h has the answer to Req-m 

           It unicasts E (PUi, Res-m) to cluster-head Ci
h        

/ Inter-cluster communication 
           Ci

h performs D (PRi, E (PUi, Res-m)) to get 
Res-m                                           / Ci

h receives the answer 
to its query  

                                                                                                
/ Ci

h has no clue about the identity of the original 
responder;  

                                                                                                  
that is, Ci

h is not sure if a peer in Cm or Cm
h itself has 

the 
                                                                                                  

response 
     else  
          Cm

h broadcasts the request in Cm 
                     if ∃ p" with the answer Res-m  

                            p" unicasts E (PUm, Res-m) to its cluster-
head Cm

h 
                  Cm

h performs D (PRm, E (PUm, Res-m) to 
get Res-m 

                  Cm
h unicasts E (PUi, Res-m) to cluster-

head Ci
h                                                  / Inter-cluster 

communication 
                   Ci

h performs D (PRi, E (PUi, Res-m)) to 
get Res-m                                                   / Ci

h receives 
the response       
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/ Ci
h has no clue about the identity of the original 

responder  
                                                                                                 

/ Ci
h is not sure if a peer in Cm or Cm

h itself has the 
response     

   
                         else 
                               Cm

h unicasts ‘fail’ information to Ci
h                                                                              

/ Search for Req-m fails 
 
else 
           if Peer p* = Ci

h and IP(Ci
h) = IP(Cm

h)                                                                           
/ Case 4                               

 
          if   Cm

h has the answer to Req-m                                                                                                                                                           
             Ci

h receives the answer Res-m to its query                
/ Cm

h and Ci
h are the same peer with different private 

keys  
                                                                                                   

and different logical addresses 
                                                                                                

/ Ci
h is not sure if a peer in Cm or Cm

h itself has the 
response 

                     else 
              Cm

h broadcasts the request in Cm 
                         if   ∃ p' with the answer Res-m  

                                    p' unicasts E (PUm, Res-m) to its 
cluster-head Cm

h 
                     Cm

h performs D (PRm, E (PUm, Res-m) 
to get Res-m 

                     Ci
h receives the answer Res-m to its 

query         / Ci
h has no clue about the identity of the 

original responder; 
                                                                                                  

/ Ci
h is not sure if a peer in Cm or Cm

h itself has the 
response       

                             Else 
                                     Query fails 

 
Figure 5: Public key based secured inter-cluster data lookup 

with anonymity 
 
Theorem 2.  In inter-cluster communication, anonymity 

between a requesting peer and a responding peer is preserved. 
Justification similar to the one used in Theorem 1 can be used 

here to prove that anonymity of both requesting and responding 
peers is preserved.  

Observation 5.  Only the public and private keys of two 
cluster-heads are necessary for secured inter-cluster data look-up 
with anonymity.    

Remark 2.  For both intra- and inter-cluster data look-ups with 
anonymity, the source address in a packet needs to be replaced 
at most twice considering both propagation of a request and 
propagation of a response.  

Remark 3.  Data look up latency increases at most by two 
hops only. 

 

It may be noted that in none of the above two protocols there 
is a need for any cluster-head to replace the source address in a 
received packet by its own identity. 

 
4 Secured Broadcast in Pyramid Tree 

 
Let node X be the broadcast source for a message M.  The 

source may be a peer p in some cluster Ci or itself is the cluster-
head Ci

h.  In the former case, X will first unicast its broadcast 
message M to its cluster-head Ci

h. which will then unicast M to 
the root cluster-head C0

h.  This root will actually execute 
broadcasting in the tree. 

In the latter case, Ci
h will unicast its broadcast message to the 

root which will then broadcast in the tree.  Existence of virtual 
neighborhood [24] is the reason behind the root broadcasting 
instead of Ci

h.  The Generalized-Broadcast-Incomplete protocol 
has appeared in [IJCA June-23].  In this work, we shall 
incorporate security in this protocol.  The following three 
possibilities need be considered in designing the secured 
protocol:  (1) X is in Ci ,  but X ≠ Ci

h,   (2) X = Ci
h, and (3) X = 

C0
h 

 
4.1 Protocol Secured Generalized-Broadcast  
 
1.     if   X is in Ci , but X ≠ Ci

h 

             X unicasts the message encrypted with public key PUi 
of Ci

h to cluster-head Ci
h 

             Ci 
h decrypts the message M with its private key PRi 

             Ci
h encrypts the message M with its private key PRi  

             Ci
h unicasts the encrypted message to C0

h 
             
             C0

h decrypts the encrypted message with Ci
h’s public 

key PUi  
                                                                                        / 

authenticates the broadcast source 
             C0

h encrypts the message M with its private key PR0     
       else 
 2.       if    X = Ci

h 
                 Ci

h encrypts the message M with its private key PRi  
                 Ci

h unicasts the encrypted message to C0
h 

                 C0
h decrypts the encrypted message with Ci

h’s 
public key PUi  

                                                                                        / 
authenticates the broadcast source 

                C0
h encrypts the message M with its private key PR0     

      else 
  3.      if    X = C0

h  
                C0

h encrypts the message M with its private key PR0  
/ X = C0

h  
  4.  Co

h executes Generalized- Broadcast-Incomplete 
protocol 

                                  / A receiving cluster-head Cm
h decrypts 

the received encrypted message  
                                     with the public key PU0 of the root to 

get the message M  
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 5. if     broadcasting is needed in any cluster Cj 
            Cj

h encrypts the message M with its private key PRj  
            Cj

h broadcasts in cluster Cj                              / one 
hop communication 

             each receiving peer in Cj decrypts the encrypted 
message with PUj to get M 

 
Figure 6:  Secured generalized-broadcast protocol 

 
In this protocol step 5 will not be executed if broadcasting 

involves only the cluster-heads, for example when the root 
cluster-head broadcasts a copy of the updated TOI to all other 
cluster-heads.  In this case, in the protocol, only the public-
private key pair of the source cluster-head (if X ≠ C0

h) and that 
of the root are needed.  If broadcasting is done in the clusters as 
well as in step 3 above, the total number of public-private key 
pairs is the number of the cluster-heads present in the tree. 

 
5 Secured Multicast to a Group of Cluster-Heads 

 
We will use some idea from Protocol Independent 

Multicasting – Sparse Mode (PIM-SM) for multicasting [2] in 
WANs.  The reason for this is that in a Pyramid tree P2P network, 
number of cluster-heads is very small compared to the total 
number of peers in the network because the total number of 
distinct resources is very limited [6].  Therefore, any multicast 
group of cluster-heads will definitely have a smaller size.  
According to PIM-SM a core is needed and obviously the root 
cluster-head C0

h becomes the logical choice as the core 
irrespective of its membership for a given multicast group G. 

We shall use a hybrid approach based on symmetric and public 
keys as stated below.  Multicasting has two phases:  in the first 
phase a group symmetric key SyKey(G) is selected by the core 
and the core distributes the key to all member cluster-heads of 
the group using core’s private key; in the second phase, multicast 
takes place using the symmetric key.  We denote a cluster-head 
Ci

h wishing to join a group G, as Ci
h (G), also called a cluster 

member, a multicast source (also a cluster-head) as X, and X may 
or may not belong to the group; we also denote a multicast 
message as M. 
 

Phase 1: Distribution of group-symmetric key 
 
1. Each cluster member Ci

h (G) unicasts a join request Req to 
the core C0

h  
/ a branch from Ci

h (G) to core (root) is built as in PIM/SM, 
thereby forming a multicast tree with core as its root 

2. Core C0
h selects the cluster-symmetric key SyKey(G) and 

encrypts it with its private key PR0 
3. Core C0

h unicasts the encrypted key SyKey(G) to each Ci
h 

(G),  
4. Each Ci

h (G) decrypts with core’s public key PU0 to get the 
key SyKey(G) 

                     / Number of symmetric keys required is only one 
                     / Only the public-private key pair of the root 

cluster-head is needed 
                     / Encryption of SyKey(G) only happens once 

Phase 2: Multicast session 
 
if X is a group member and not the core 
         it unicasts M encrypted with the key SyKey(G) to the core 
         Core multicasts the encrypted message to all cluster 

members 
         Each receiving cluster member decrypts with the key 

SyKey(G) to get M 
else   
         if X is a group member and is the core 
               Core multicasts M encrypted with the key SyKey(G) 

to all cluster members 
               Each receiving cluster member decrypts with the key 

SyKey(G) to get M 
else  
         if X is not a group member 
               X unicasts to the core the message M encrypted with 

core’s public key PU0            
                                                                                     / X does 

not have the group key 
               Core decrypts it with its private key PR0 to get the 

message M 
               Core multicasts M encrypted with the key SyKey(G) 

to all cluster members 
               Each receiving cluster member decrypts with the key 

SyKey(G) to get M 
                            

Figure 7:  Secured multicasting 
 
 
The above multicast scheme uses only one group symmetric 

key (independent of the size of the group) and the public-private 
key pair of the root.  This is an advantage, no doubt.  However, 
problem like man-in-the -middle-attack may result if an intruder 
gets hold of the public key PU0 of the root.  In that case, it can 
easily decrypt E [PR0, SyKey(G)] using PU0 to get the group 
symmetric key.  However, if the following group key distribution 
method as stated below is used in Phase 1, this problem due to 
intrusion can be avoided.  

 
Phase 1: Distribution of group-symmetric key 
 
1. Each cluster member Ci

h (G) unicasts a join request Req to 
the core C0

h  
2. Core C0

h selects the cluster-symmetric key SyKey(G) and 
encrypts it with the public key PUi of Ci

h   
                                                         / each cluster-head knows 

the public keys of all other cluster-heads from TOI 
3. Core C0

h unicasts the encrypted key SyKey(G) to each Ci
h 

(G),  
4. Each Ci

h (G) decrypts with its private key PRi to get the key 
SyKey(G) 

                     / Number of symmetric keys required is only one 
                     / Number of public-private key pairs is the 

number of group members 
                     / Number of encryptions of SyKey(G) is the 

number of group members  
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In the above method of distribution, no intruder will have the 
knowledge of the private key of any joining node.  So, it cannot 
get the group symmetric key anyway.  However, this advantage 
comes at a cost; viz. now the required number of encryptions of 
SyKey(G) by the core is the number of group members whereas 
it is just one in the previous method, meaning thereby that 
multicasting based on this distribution will take more time to 
finish.  In this context, it may be noted that multicasting inside a 
cluster [20] can be made secure in a similar way as above.  

A question may arise like why not only public key-based 
approach is used for multicasting.  It can be; however, it will be 
unnecessarily time consuming and it will not be truly 
multicasting.  For example, consider a group of only five 
members, say m1 to m5.  A source member say, m1 wants to 
multicast a message M to other group members m2 to m5.  So, 
first m1 has to encrypt its message M separately with the 
respective public keys of the other group members and then it 
separately unicasts the four differently encrypted messages to the 
core to be sent to the four receivers m2 to m5; and then only the 
core can perform multiple-unicast to the receivers.  First of all, 
there are too many encryptions and unicasts on behalf of the 
source causing it to be time consuming; secondly, it is not 
actually the idea of core-based multicasting.  Whereas with 
symmetric key, source m1 can just encrypt the message M once 
irrespective of the size of the group and unicasts it to the core.  
Only symmetric key distribution needs to be considered before 
multicast starts.  Hence, the use of only a public key-based 
approach cannot be considered. 

 
6 Conclusion 

 
In this paper, we have considered the generalized form of a 

recently reported 2-layer non-DHT-based structured P2P 
network.  In the generalized architecture efficiency of each data 
look-up, protocol remains the same as in the simpler initial 
version of the architecture.  This has prompted us to consider 
the security aspect of the different communication protocols in 
the generalized architecture.  To achieve it, public key-based 
approach has been used for the different look-up protocols 
(except for multicasting) because the required number of public-
private key pairs is small.  However, for multicasting among the 
cluster-heads, we have presented a hybrid approach using both 
symmetric key and public-private key ideas.  It is shown that the 
number of symmetric keys required is just one independent of 
the size of the multicast group and only the public-private key 
pair of the root cluster-head is needed.  To enhance security 
further while multicasting, we have shown that required number 
of public-private key pairs is just the number of cluster-heads.  

As a continuation of our research, we are now working on 
secured communication in a federation of P2P architectures that 
consist of multiple Pyramid tree networks. 
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Abstract 

 
The objective of this work is to make a proposal to improve 

the quality of business processes in a biodiesel plant.  As a first 
approximation, the analysis, and studies of the conceptual 
models of business processes that the company had were 
carried out, with the aim of being able to have a panoramic 
view of the current situation of the organization.  A framework 
was applied to measure the quality of business process models, 
which provides a set of metrics and indicators to carry out said 
measurement.  The objective of the frameworks is providing 
the organizations a means to help them to maintain objective 
and accurate information about the maintainability, 
understandability, comprehensibility, coupling and cohesion of 
the models, facilitating the evolution of the Business Processes 
of the companies involved in continuous improvement.  It 
provides support to the management of BPs by facilitating early 
evaluation of certain quality properties of their models.  The 
organizations benefit in two ways: (i) guaranteeing the 
understanding and dissemination of the BPs and their evolution 
without affecting their execution, (ii) reducing the effort 
necessary to change the models, this reduces the maintenance 
and improvement efforts.  This framework is made up of two 
evaluation methods that face the same problem from two 
different approaches.  One approach refers to the numerical and 
the other is closer to linguistic expressions similar to everyday 
language.  Both methods provide important results to different 
areas of the business, giving the framework an added value 
when analyzing the BP conceptual models, since it allows 
organizations to choose the way to evaluate the models 
according to the characteristics that are desired to analyze the 
business models. 

Key Words:  Quality of conceptual models, business 
processes, workflow, evaluation method, and logics. 
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1 Introduction 
 

The Business Process Modeling (BPM) is an essential step to 
achieve the objective of a Business Process (BP), as established 
by the BP definition, in order to obtain beneficial results for the 
stakeholders [14].  A BP model describes the activities involved 
in the business and how they are related to and how they interact 
with the necessary resources to achieve the objectives of the 
process [3].  From this point of view, the BPM is used to capture, 
document or redesign BPs [12]. 

The BP models present a global vision of the organization.  
This vision, allows a better understanding of the company´s 
dynamics and the relationships that occur within it and with its 
environment.  This is the case both in the field that refers to 
customers and their suppliers and/or service providers.  BPM is 
the technique par excellence to align the developments with the 
goals and objectives of organizations, since the models play a 
fundamental role in the specification of the BP.  In the literature, 
you can find different conceptualizations of BP [7, 9, 15].  
Therefore, the Workflow Management Coalition (WfMC) 
defines a BP as:  A set of two or more procedures or linked 
activities that collectively perform a business objective or a 
political goal, normally within the context of an organizational 
structure in which functional relationships and roles are defined 
[17].  However, keeping in mind the various definitions of BPs, 
it can be said that, normally, a BP: (i) is associated with 
operational objectives and business relationships, (ii) may be 
contained entirely within an organizational unit or may 
encompass different organizations, (iii) has defined conditions 
that trigger its start, (iv) produce outputs defined at its 
completion, (v) may involve formal or relatively informal 
interactions among participants, and (vi) may consist of manual 
and/or automated activities.  The conceptual model 
development represents a part of BP implantation.  It is a key 
task of the first phase of BP life cycle.  The users use the models 
as tools to easily understand the process that these models 
represent.  Furthermore, they are the starting point when some 
changes or adaptations to new business needs are required for 
BPs.  Therefore, the quality of these models is of vital 
importance to help improve the performance and evolution of 
the organization and do not become a risk factor.  Under these 
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considerations, a framework is proposed to evaluate conceptual 
models of BP.  The objective is to provide a means to 
organizations to help them study the quality of their BP models 
from the point of view of their understandability and 
adaptability to changes.  Regarding these characteristics, the 
understandability allows the user to comprehend if the BP 
models are suitable and how to use them in particular tasks and 
conditions of use.  It provides an indication of how easy it is to 
learn to read and interpret these models in order to understand 
the reality they are representing.  The adaptability represents 
the capacity of the model to be modified effectively and 
efficiently due to evolutive, corrective or perfective needs.  The 
modification of the model effectively and efficiently adapts 
without introducing defects or degrade their understandability. 

Based on what was previously expressed, the application of a 
framework for the analysis and study of BP models from the 
perspective of the expected quality characteristics of a BP model 
of a medium company is presented.  Said framework focuses on 
the use of continuous logic [4, 5] or fuzzy logic (FL) [18, 19], 
depending on the characteristics of the models and the processes 
that these models represent. 

 
2 The Framework: F2BPM 

 
The F2BPM framework is a means/tool that proposes the 

study and analysis of the BP models of an institution and/or 
organization.  The main objective is to guide the development 
of such models by specifying requirements and evaluating 
quality characteristics.  This framework is made up of three 
parts, each of which collaborates with the previous one.  These 
parts are summarized as: 

 
1. Apply the parser to the model, to determine its syntactic 

correctness. 
2. Select and apply the evaluation method, according to the 

reality or the needs to be evaluated: 
a. Method based on continuous logic operators [1], or  
b. Method based on fuzzy logic [2]. 

3. Analyze results and generate reports and 
recommendations. 

 
The Syntactic Analyzer checks the correct conformation of 

the BP model studied.  At this stage, it is corroborated, for 
example, if the model meets or satisfies good practices or 
modeling guides for conceptual BP models [11].  These 
practices are summarized below: 

 
G1: Minimize the amount of elements in a model, since its 

size has a negative impact on its understanding. 
G2: Minimize the possible paths of each element, since the 

greater the number of inputs and outputs that an 
element has, the more difficult it is to understand. 

G3: Indicate, as far as possible, a single starting element 
and a single final element in each process. 

G4: Modeling in the most structured way possible by 
balancing the decision gates using the gates as 
parentheses:  one to open in possible paths and another 

to close them to join them again. 
G5: Avoid the use of OR gates, since the models containing 

only AND and XOR gates generally contain fewer 
errors. 

G6: Use “verbal” type labels to define the actions of the 
tasks, for example “to analyze documentation” instead 
of “documentation analysis”. 

G7: Decompose the model if it has more than 50 elements, 
using, for example, sub-processes to make the general 
model more understandable. 

 
Compliance with the modeling guidelines by the BP models 

means that the models are understandable and adaptable to the 
needs of the organizations, facilitating the task of the different 
actors that intervene in the process of BP conceptual modeling.  
Once the models are correct, we proceed to do the study and/or 
analysis through the use of one (or both) of the two alternatives 
provided by the F2BPM framework.  Organizations can choose 
to work with:  (i) operators of continuous logic, or (ii) to get 
closer to the natural and proper language of human beings 
through the use of FL, or some of its alternatives, or, if is not 
clear which of the alternatives is more appropriate for the 
particular situation.  Both alternatives can be applied and then 
perform a comparative analysis of the results obtained. 

The motivation of the method that works with operators of the 
continuous logic, [1], arises from the need of the organizations 
to have a means that allows them to represent their BP in an 
efficient way and that, in addition, allows them to communicate 
and interact with other processes.  The objective of the method 
is to provide a means to help designers, analysts and developers 
involved in the definition and modeling of the BP of an 
organization to obtain models of quality processes.  Throughout 
the phases of the method, the most relevant and frequent 
characteristics that BP conceptual models should satisfy are 
determined, grouped, and analyzed.  These characteristics are 
reflected on a structure that will allow studying the degree to 
which the models satisfy them.  In Figure 1 some desirable 
characteristics and sub-characteristics are detailed for all BP 
models.  
 

1. Task/Activities 
1.1. Simples/Atomics 
1.2. Composed / Subprocesses 

2. Synchronization points of the execution flow 
2.1. Decision Points 
2.2. Union Points 
2.3. Split Points in Parallel and / or Concurrent 

Execution 
3. Events 

3.1. Start Events 
3.2. Intermediate Events 
3.3. Final Events 

4. Participants / Actors 
4.1. Internals 

4.1.1. Number of Participants/Actors 
4.1.2. Communication between Participants / 

Actors 
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4.2. Externals 
4.2.1. Number of Participants/Actors 

5. Resources 
5.1. Produced in the Process (Internals) 

 5.2. Externals 
 

Figure 1:  Requirement tree 
 
In the next phase of method, elementary criteria are defined 

that will serve as measures of the degree to which the models 
evaluated satisfy the individual characteristics.  To obtain the 
overall evaluation, these elementary criteria are combined until 
a single indicator of the overall satisfaction of the elementary 
characteristics is obtained, in order to finally carry out an 
analysis of the results obtained and outline the corresponding 
conclusions. 

The second proposed method [2], is based on the fact that a 
FL system converts input variables (quantitative and qualitative) 
into linguistic variables through membership functions or fuzzy 
sets, which are evaluated by a set of fuzzy rules of the if-then 
type.  Then, the outputs of the system become clear values 
(crisp) through a concretion process (defuzzyfication), which 
provides information for decision making.  A FL system uses 
any type of information and processes it in a similar way as 
human thought.  FL systems are adequate to treat qualitative, 
inaccurate, and uncertain information, which also allow dealing 
with complex processes, which makes it an interesting 
alternative for modeling decision-making problems.  The 
diffuse control allows operating with vague or ambiguous 
concepts of the qualitative human reasoning, based on a 
mathematical support that allows extracting quantitative 
conclusions from a set of observations (premises) and 
qualitative rules (knowledge based). 

When you have inaccurate and insufficient information, using 
statistical tools is not enough to obtain significant results.  FL 
arises precisely to deal with this type of problem and to achieve 
an optimal solution.  In this way, a combination between a FL 
system and the experience or knowledge that decision makers 
have is an excellent way to obtain good results.  In the BP model 
development process the information about the business rules is 
usually imprecise or insufficient, which leads to the model being 
imprecise.  Based on what was expressed, the use of FL in the 
evaluation of these models will allow, through the mechanisms 
provided by this logic, to evaluate imprecise and ambiguous 
situations produced in the construction of the models. 

 
3 Evaluation of the PN Models of a Biodiesel Company 
 
One of the fundamental aspects of any evaluation method is 

to show that it is of practical use.  To achieve this goal, [13] 
presents a classification of three work proposals: 

 
(i) Experimentation, 
(ii) Cases of study, 
(iii) Surveys. 

 
For the practical validation of the method, and following the 

classification proposed in [13], a case study is presented in 
which the framework was applied to analyze the BP model of a 
local company.  The decision to use case studies for the 
validation of the framework was due to the fact that, in general, 
there is no absolute control of the variables to be evaluated.  This 
is because, in most cases, these variables depend on the 
particular reality that is being studied.  For this reason, the 
application of case studies was considered more appropriate 
than the realization of experiments, in which it is necessary to 
have a greater control of the intervening variables, or the 
development of surveys, for which a certain history of 
application of the method and the opinion of those who used it 
should be available. 

The main point was to improve the quality in a biodiesel plant 
in regards to the processes.  But this brought with it an extra 
weight that had to be worked with a fuel that respects the 
environment, which does not contain sulfur, therefore it does not 
contribute to the greenhouse effect.  It generates fewer 
emissions of polluting gases and substances that are harmful to 
health, such as carbon dioxide, carbon, soot, or benzene.  These 
are some of the qualities of the fuel, but BP needed to be 
optimized in order to guarantee quality throughout the plant 
process.  As a first task, a meeting was held with the directors 
of the company.  There, they had access to the scant digitized 
documentation that the company had. 

The general process is briefly described.  There is an input of 
crude oil, to the degummed sub-process, which is rectified, 
removes the acidity, which eliminates fatty acids and 
phosphorus.  To achieve this, they go through a trans-
sterilization process to obtain biodiesel.  In the middle of the 
process of obtaining biodiesel, it is possible to extract glycerin, 
that is also subjected to a process of separation of fatty acids 
that, to a lesser extent, have still remained from the trans-
sterilization process.  Glycerin is obtained in two varieties, a 
concentrated glycerin that is exported and another of lesser 
quality that is sold at a national level for the production of other 
products such as soaps among others. 

Based on the above, the case study was the application of the 
framework for the evaluation of the BP model of the company, 
which aims to position itself successfully within the market.  
Thus, according to what the framework establishes, the BP 
model was analyzed to determine if it was syntactically correct 
through a parsing based on ALLOY [6, 8].  When checking this 
syntactic validity, it was necessary to prove if the model reliably 
represents the business logic.  Part two of the framework was 
applied, in which the method to be used for the evaluation of the 
models is determined. In this stage, the method based on FL was 
chosen.  The choice of this method was due to the use of FL [2], 
which allows a closer approach to the way of thinking of human 
beings; allows allowing the ambiguities that arise in terms of the 
interpretation of the different business rules that may arise. 
Below is a summary of the evaluation: 

 
PHASE 1:  Based on the BP model that the company owned 

(Figure 2) and using a set of defined metrics to measure the  
elements of a model, the data of the different components are 
collected.  The amount of the different elements is counted as: 
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tasks, events, floodgates, among others.  The information  
obtained is summarized in Table 1.  It should be noted that, in 
this table, the metrics have been grouped according to the 

contribution they provide to the good practices associated with 
the BP model. 

 
 

 
 

 

 
Figure 2:  BP model 
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Table 1:  Used metrics 

TASKS/PROCESSES GATES EVENTS PARTICIPANTS RESOURSES 

TNT = 18 TNGD = 0 TNSE = 2 NPI=12 NRI=8 

TNCS = 0 TNGU = 0 TNIE = 4 NPE=2 NRE=23 

 NPF = 1 TNEE = 4   

 
 
PHASE 2:  The method proposes a set of variables of 

predefined inputs and outputs.  This set can be extended, if 
necessary, by the members of the quality team involved in the 
process of quality evaluation of the models. 

Of the suggested set of input/output variables, the following 
were taken for analysis.  The choice of variables was limited to 
the metrics that allows the model to be addressed in terms of the 
components of most interest and that were the basis for the 
evaluation. In this sense, the following variables were taken: 

INPUT: Number of Tasks/Activities of the Model, Number 
of Gates, Number of Processes, Match Start and Final Events, 
Number of Internal, Intermediate, and External Events; 
Numbers of both Internal and External Resources; Number of 
Internal and External Participants. 

OUTPUT: Understanding of the Model, Maintainability of 
the Model, Coupling Level, Cohesion Level. 

 
According to the phases of the method, once the variables 

have been defined, membership functions that indicate the 
degree of belonging of an element in a given universe must be 
established.  The belongings functions that are used in this 
analysis are those proposed in the method presented in [2].  
Figures 3 to 5 show these functions for the resources, events, 
and task/activities elements, respectively. 

PHASE 3:  At this stage, the decision to choose the 
knowledge base for the application of the method must be taken.  
The knowledge base contains the information associated with 
the domain of reality that is being studied. 

 
 

Membership Functions Function µ A(x) Input Variables Parameters 

A1: Scarce  0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x <= b 

0 if x > b 

Number of 

resources (internals 

and externals) 

a = 5 

b = 19 

m = 12 

A2: Several 0 if x < a 

(x-a)/(b-a) if a <= x <= b 

1 if b < x <= c 

(d-x)/(d-c) if c < x <= d 

0 if x > d 

Number of 

resources (internals 

and externals) 

a = 14 

b = 20 

c = 27 

d = 33 

A3: Many 

 

0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x <= b 

0 if x > b 

Number of 

resources (internals 

and externals) 

a = 30 

b = 60 

m= 45 

 

 
Figure 3:  Membership functions for resources 
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Membership Functions Function µ B(x) Input Variables Parameters 

B1: Scarce  0 if x <= a 

2*[(x-a)/(b-a)]2 if a < x <= m 

1-2*[(x-b)/(b-a)]2 if m < x <= b 

1 if x > b 

Number of Events a = 5 

b = 13 

m = 9 

B2: Several 0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x <= b 

0 if x > b 

Number of Events a = 9 

b = 29 

m= 19 

B3: Many 0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x <= b 

0 if x > b 

Number of Events a = 26 

b = 66 

m= 46 

 

 
Figure 4:  Membership functions for events 

 
 
At this point, the linguistic rules must be defined that will 

serve to make decisions that, in turn will decide the way that the 
evaluator or who has to make the decisions must act.  The rules 
follow the common sense of system behavior and are written in 
terms of the labels of membership functions.  For the example 
that is studied there, a total of 30 rules are defined.  
Nevertheless, for the present example only the rules whose 
antecedents were calculated in the previous stage will be 
triggered.  For example, for the variable resources:  Scarce, 
Several, Many and for the variable Events: Scarce, Several, 
Many. 

From the knowledge base, the subset of rules for the 
understandability feature is shown below. 

 
Rule 1:  IF (Several Resources) and (Several Events) 
THEN Moderately Understandable 
Rule 2:  IF (Several Resources) and (Scarce Events) 
THEN Mostly Understandable 
Rule 3:  IF (Many Resources) and (Several Events) 
THEN Moderately Understandable 
Rule 4:  IF (Many Resources) and (Scarce Events)  
THEN Mostly Understandable 
 
PHASE 4:  Obtaining concrete values and system 

adjustments:  Until now, each of the four rules has been 
evaluated.  The next step is to determine the fuzzy output by 
comparing the forces of all the rules that specify the same 
consequence, that is, the same output action. 

At this stage, the ultimate goal is to find abrupt outputs.  For 
this, each fuzzy output that was found in the previous stage of 
the evaluation rules, will modify their respective output 
membership function.  The labels for these output functions 
refer to the understandability of the BP model, that is, they will 
be:  Mostly Understandable, Moderately Understandable and 
Understandable.  From the set of proposed output variables, this 
work is only concerned with model understandability (Figure 6) 
and comprehensibility (Figure 7). 

A summary of the evaluation is shown below. 
 
Input linguistic variables:  Events, Resources. 
Fuzzy Sets:  Resources (x): Scarce, Several, Many (A1, A2, 

A3) 
Events (y): Scarce, Several, Many (B1, B2, B3) 

Output linguistic variables:  Understandability of model 
Fuzzy Sets:  Understandability (w):  Understandable, 
Moderately Understandable, Mostly Incomprehensible (D1, 
D2, D3). 
Application of metrics to the model under study:  Events: 10 

and Resources: 31. 
 
To Resources 
 

μA1 (x=31) = 0 
 
μA2 (x=31) = 𝑑𝑑−𝑥𝑥

𝑑𝑑−𝑐𝑐
=  33−31

33−27
=  2

6
= 0.33 

 



IJCA, Vol. 30, No. 3, Sept. 2023 253 

Membership Functions Function µ A(x) Input Variables Parameters 

C1: Scarce  0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x < b 

0 if x >= b 

Number of 

Task/Activity of Model  

Number of Processes, 

Number of Sub-processes 

a = 5 

b = 10 

m = 7 

C2: Several 0 if x < a 

(x-a)/(b-a) if a < x <= b 

1 if b < x <= c 

(d-x)/(d-c) if c < x <= d 

0 if x > d 

Number of 

Task/Activity of Model  

Number of Processes, 

Number of Sub-processes 

Number Total of data 

Objects in the Model 

a = 7 

b = 20 

c = 45 

d = 75 

C3: Many 

 

0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x < b 

0 if x >= b 

Number of 

Task/Activity of Model  

Number of Processes, 

Number of Sub-processes. 

a = 55 

b = 85 

m= 70 

 

 
Figure 5:  Membership functions for tasks/activities 

 

Membership Functions Function µ B(x) Input Variables Parameters 

D1: Understandable 1 if b <= x <= c 

(d-x)/(d-c) if c < x <= d 

0 if x > d 

Number of Events b = 0 

c = 20 

d = 30 

D2: Moderately 

Understandable 

0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x <= b 

0 if x > b 

Number of Events a = 25 

b = 55 

m= 40 

D3: Mostly Understandable 0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x <= b 

0 if x > b 

Number of Events a = 50 

b = 85 

m= 70 

 

 
Figure 6:  Membership functions for understandability 
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Membership Functions Function µ B(x) Input Variables Parameters 

D1: comprehensible 1 if b <= x <= c 

(d-x)/(d-c) if c < x <= d 

0 if x > d 

Number of Events b = 0 

c = 15 

d = 30 

D2: Moderately 

Comprehensible 

0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x <= b 

0 if  x > b 

Number of Events a = 25 

b = 60 

m= 45 

D3: Mostly  

Comprehensible 

0 if x <= a 

(x-a)/(m-a) if a < x <= m 

(b-x)/(b-m) if m < x <= b 

0 if x > b 

Number of Events a = 50 

b = 85 

m= 70 

 

 
Figure 7:  Membership functions for comprehensibility 

 
 

μA3 (x=31) = 𝑥𝑥−𝑎𝑎
𝑚𝑚−𝑎𝑎

=  31−30
45−30

=  3
7

= 0.06 
 

To Events 
 

μB1(y=10) = 1 − 2 ∗ �𝑦𝑦−𝑏𝑏
𝑏𝑏−𝑎𝑎

�
2

=  1 − 2 ∗ �10−13
13−5

�
2

= 0.72 
 
μB2 (y=10) =  𝑦𝑦−𝑎𝑎

𝑚𝑚−𝑎𝑎
 = 10−9

19−10
=  1

9
 = 0.11 

 
μB3(y=10) = 0 

 
Evaluation of Rules 

 
So far, each of the four rules has been evaluated.  The next 

step is to determine the fuzzy output by comparing the forces of 
all the rules that specify the same consequence, that is, the same 
output action.  In simple terms, if two or more rules try to affect 
the same output, the rule that is truer (of greater strength) will 
dominate.  The method for the evaluation of rules used here is 
called MIN-MAX [10, 16], since it takes the minimum of the 
conditions to determine the strength of each rule and takes the 
stronger rule for each consequent, which determines the outputs.  

The following values were obtained from the evaluation: 
𝜇𝜇𝜇𝜇2(𝑦𝑦)=0,11 – 𝜇𝜇A2(𝑥𝑥)=0,33 – 𝜇𝜇𝜇𝜇3(𝑥𝑥)=0,06 – 𝜇𝜇𝜇𝜇3(𝑥𝑥)=0,06. 

Next, the Centroid of Gravity method is applied.  Each output 
membership function is cut (lambda cut) at the level indicated 
by its respective output.  The resulting cut membership 
functions are then combined to calculate their center of gravity: 

 
Output = ∑ 𝑥𝑥𝑖𝑖𝜇𝜇𝑐𝑐(𝑥𝑥𝑖𝑖)

𝑛𝑛
𝑖𝑖=1
∑ 𝜇𝜇(𝑥𝑥𝑖𝑖)
𝑛𝑛
𝑖𝑖=1

 

 
Output 

 
 = 75∗0,11+255∗0,33+525∗0,06

1,2+1,98+0,06
=  8,25+84,15+31,5

3,24
=  123,9

3,24
= 38,24 

 
Similarly, the evaluation is carried out for the 

comprehensibility characteristic of the model. 
A summary of the evaluation is shown below. 
 
Input linguistic variables:  Events, Resources. 
Fuzzy Sets:  Resources (x):  Scarce, Several, Many (A1, A2, 

A3) 
Events (y): Scarce, Several, Many (B1, B2, B3) 

Output linguistic variables:  Comprehensible of model 
Fuzzy Sets:  Comprehensible (w):  Comprehensible, 

Moderately comprehensible, Mostly comprehensible 
(D1, D2, D3). 

 
Application of metrics to the model under study: Events: 10 

and Resources:  31. 

Rule N° 1:  μA2(x) = 0.33; μB2(y) = 0.11 

Rule N° 2:  μA2(x) = 0.33; μB1(y) = 0.72 

Rule N° 3:  μA3 (x) = 0.06; μB2(y) = 0.11 

Rule N° 4:  μA3 (x) = 0.06; μB1(y) = 0.72 
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To Resources  
 

μA1 (x=31) = 0 
 
μA2 (x=31) = 𝑑𝑑−𝑥𝑥

𝑑𝑑−𝑐𝑐
=  33−31

33−27
=  2

6
= 0.33 

 
μA3 (x=31) = 𝑥𝑥−𝑎𝑎

𝑚𝑚−𝑎𝑎
=  31−30

45−30
=  3

7
= 0.06 

 
To Events 
 

μB1(y=10) = 1 − 2 ∗ �𝑦𝑦−𝑏𝑏
𝑏𝑏−𝑎𝑎

�
2

=  1 − 2 ∗ �10−13
13−5

�
2

= 0.72 
 
μB2 (y=10) =  𝑦𝑦−𝑎𝑎

𝑚𝑚−𝑎𝑎
 = 10−9

19−10
=  1

9
 = 0.11 

 
μB3(y=10) = 0 

 
Evaluation of Rules 

 
For the components, processes, threads, and tasks that make 

up the analyzed model, the output is moderately understandable 
and comprehensible. 

 
PHASE 5:  Analysis and Documentation of the Obtained 

Results:  This stage corresponds to the final stage of the method.  
In it, an analysis and comparison of the results obtained in the 
evaluation of the models with respect to the preferences of the 
users, obtained in the application of the method, must be carried 
out.  In addition, the evaluation process and the obtained results 
must be documented, so that the documentation serves as a 
reference and history of the evolution of the studied BP model 
in future evaluations of models.  This documentation can serve 
as a point of reference and comparison at the evaluation of new 
models and BPs.  This phase deals with activities of analysis and 
comparison of the preferences of quality and the obtained 
results.  Based on the established goals, and the point of view of 
those interested in the models and BPs to be evaluated, this stage 
culminates with the conclusions and recommendations of the 
case. 

Both framework methods define a phase of analysis of results.  
This stage is one of the most relevant activities of the 
framework.  Therefore, it is extremely useful to have the 
information gathered during the application of the method 
selected for the evaluation collected on structures and 
representations that are clear to read and interpret.  The method 
proposes a standard form that should be completed once the 
evaluation of the models has been carried out.  The form allows, 
among other things, what membership functions were used; if 
they were defined by the evaluating group or if others previously 

defined and stored in a repository were used.  There is also 
information about the models evaluated, and the analysis of the 
results obtained.  In addition, data of the models, the evaluators 
are recorded and, if there are previous evaluations, a reference 
to them is included.  These references serve as a point of contrast 
to analyze and evaluate the evolution of the models. 

Finally, a field is included where a report of the analysis of 
the results can be presented.  For reasons of space, the structure 
of the form is not shown in this paper.  At this point, when 
analyzing the results of the framework application, emphasis 
was placed on the understandability of the results delivered and 
presented in the forms, and the perception of the different actors 
involved in the modeling process.  For the case study, we 
worked with a group of 20 people, including administrative 
staff, technicians, quality staff, analysts, and designers.  From 
the calculation of the output made in the previous point it can be 
seen that the model studied is moderately understabdable and 
comprehensible. 

 
4 Conclusions 

 
Continuous improvement is a fundamental tool for all 

companies because it allows renewing or improving their BP.  
This implies a constant updating that makes the organizations 
more efficient and competitive.  The BP model is the basis for 
better understanding the operation of an organization, 
documenting, and publishing the processes seeking 
standardization in the organization, achieving greater efficiency 
in the operation, and integrating solutions in service-oriented 
architectures.  These characteristics give the organization a 
valuable tool to stay at a competitive level.  Thus, the BP models 
are fundamental when analyzing the correctness and quality of 
the processes that they model. 

From this point of view, the use of the framework is proposed 
with the possibility of applying any of the two methods that 
compose it.  The first of the methods pursues the objective of 
providing organizations with a means to help them maintain 
objective information about the maintainability of the models.  
This facilitates the evolution of the BPs of the companies that 
constantly evaluate their processes to be involved in continuous 
improvement.  In addition, it provides support to the 
management of BPs by facilitating the early evaluation of 
certain quality properties of their models.  With this, the 
organizations benefit in two ways: (i) guaranteeing the 
understanding and dissemination of the BPs and their evolution 
without affecting their execution; (ii) and reducing the effort 
necessary to change the models with the consequent reduction 
of maintenance and improvement efforts. 

However, when developing BPMs, information about the 
business rules that must be represented and modeled is often 
imprecise or insufficient, leading to inaccurate models.  From 
this perspective, FL provides mechanisms to analyze and 
simulate human reasoning.  Therefore, the use of fuzzy logic in 
the evaluation of BPM allowed, through the mechanisms 
provided by this logic, to evaluate those imprecise and 
ambiguous situations produced in the construction of this 
model. 

Rule N° 1:  μA2(x) = 0.33; μB2(y) = 0.11 

Rule N° 2:  μA2(x) = 0.33; μB1(y) = 0.72 

Rule N° 3:  μA3 (x) = 0,06; μB2(y) = 0.11 

Rule N° 4:  μA3 (x) = 0,06; μB1(y) = 0.72 



256 IJCA, Vol. 30, No. 3, Sept. 2023 

Under these considerations, the BPs of a biodiesel producing 
company were analyzed, looking for decision-making points 
that would limit losses, waste, and plant shutdowns for different 
reasons.  This paper presents one of the tasks that were carried 
out in order to understand and control the biodiesel production 
process.  Among the points to analyze that were detected at the 
beginning were:  1.  Waiting in production for complete 
deposits, 2.  Idle times of the employees, 3.  Shutdown of the 
plant due to waiting time for:  a) Raw materials; b) Withdrawal 
of Fuel, 4. Management estimates. 

In the BP models studied, they reflected that plant stoppages 
occurred repeatedly, because the tanks were full and the 
biodiesel was not withdrawn by the customers.  This caused lost 
time for employees with the expenses that were incurred and 
final products in warehouses without the possibility of having 
movements.  Initially, it led to expanding the capacity of the 
storage tanks to 1,000,000 liters, what relaxed the stoppage of 
the plant from the perspective of stock management.  But there 
was still a problem with the logistics of the clients in the 
withdrawal of the merchandise.  Regarding the purchase of the 
raw material, it was possible to see that there was a gap between 
the communication of the internal actors of the biodiesel plant.  
An excess of internal messages with unnecessary waiting time 
for administrative order, that they produced a plant stoppage 
every 45 days, due to a problem of an internal 
logistical/administrative nature.  This ends up being solved by 
setting a minimum stock alert that anticipated purchases. 
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Abstract 

 
Remote work used to be more of an exception until today, 

mainly used around the world, especially in the field of ICT.  
In Slovenia there was not so much practice and discussion 
about this way of working until recently.  Unintentionally, this 
way of working has spread due to the COVID-19 pandemic.  
It has not only changed the characteristics of workplaces, but 
also the attitude of employees towards this way of working.  
The employees tried their hand at working remotely, and 
many of them perceived the potential and the desire to 
continue doing so.  Namely, many advantages were shown, 
among which the flexibility of time and, of course, the long-
desired balance between professional and private life stand 
out.  Businesses have also seen many benefits, such as a 
reduction in overall operating costs, a way to reduce turnover 
and a way to increase productivity.  Among other things, 
project management is also reflected through methodological 
diversity, which in our study is reflected through an empirical 
perspective, since in the research we used a triangulation 
approach between qualitative and quantitative data.  A survey 
was conducted among 100 respondents with the help of a 
questionnaire, with which we gained insight into the positive 
and negative experiences of remote work in small and 
medium-oriented (SMITCs) IT companies.  The obtained 
results were subsequently analyzed with the help of decision 
trees, and based on these results these questions were pre-
debated by the focus group.  The research showed that 
employees have mostly positive experiences when working 
remotely, which affects their motivation, satisfaction and, of 
course, productivity.  Considering that in this case it was 
remote work that was not originally planned, the company 
will definitely need some improvements for this type of work.  
The question however remains if the ICT sector will further 
support remote work gained in recent period or will use a 
hybrid model.  Currently, the hybrid model provides the 
opportunity to choose the best advantages of remote work and 
the classic way of working and achieve a rhythm that will 
satisfy both the management and the employees.  What the 
future of work in the field of ICT will be, however, is still 
impossible to accurately predict at the moment, despite the 
prospects.    

Key Words:  Hybrid model, telecommuting, productivity, 
IT companies. 
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1 Introduction 
 
Working remotely is not a new way of working.  The 

beginnings of trying to do so began at the early part of the 21st 
century.  At that time, remote work represented an alternative 
form of work, which only here and there supplemented work 
in the classic way due to additional needs.  Later 
telecommuting took place only sporadically, mainly to 
support work-life balance and thus support flexibility for 
employees to balance their role at work and outside of it 
(Afrianty, Artatanaya, and Burgess) [1].  However, this 
changed when communication technology (hereafter ICT) 
began to rapidly develop.  The greater the progress of ICT, the 
more telecommuting was available, or it became more 
acceptable in the organizational context and employers chose 
this way of working more often.  In those days, it was rarely 
intended for an employee to telecommute full-time (Peek) [7]. 

Remote work has started to become more common in 
certain fields world-wide.  It was also becoming more and 
more acceptable, but still, many did not think of trying this 
way of working.  Technology certainly made it possible to do 
some work both from the office where the company is located, 
as well as from anywhere in the world, especially in the field 
of work where a service can be performed or provided online 
(Arruda) [2].  When the COVID-19 pandemic began to spread 
around the world and the measures became more and more 
strict, employees were actually forced to work from home.  
Employers began to seriously think about eliminating 
physical workplaces.  Moreover, as Dayaram and Burgess [5] 
explain, there has been another noticeable change, namely the 
introduction of remote work among professions, where this 
was not possible previously or they did not even think about 
it.  While reporting on how employers and employees find 
themselves during remote work, we were able to get some 
insights about how some employers are thinking about the 
complete digitization of work.  Employees noticed benefits 
with work that the employees would perform solely and only 
as remote work, while the company would not have any 
physical premises at all (Shaner) [8]. 

Barrero, Bloom and Davis [3] state that COVID-19 has 
launched a massive social experiment.  The data is an 
excellent indicator for such a claim.  In 2020, from April to 
December, Americans worked about half of their paid work 
hours from home.  Before the pandemic, these hours were by 
an average of five percent.  Despite the fact that some are 
completely against remote work because they are worried 
about the lack of personal relationships, others are convinced 
that the adjustment has been incredible and that more work 
will be done from home in the future, a kind of intermediate 
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view is also expressed.  It is recognized that some things 
actually work very well if they are done virtually only.  In 
their contribution, the mentioned authors explained that they 
are developing systematic evidence on whether remote work 
will survive and why.  Their research was based on data on 
the frequency of telecommuting, the possibility of switching 
to such a way of working and data on the well-being of 
employees working remotely and the impact of 
telecommuting on productivity, costs and other related 
factors.  Their conclusions, which can be an introduction to 
our research, showed that remote work will remain, long after 
the end of the pandemic.  Employees in America are expected 
to do up to 20 percent of their work from home, which is four 
times more than before.  They also found that the willingness 
of some employees to telecommute has increased to the point 
that they are willing to work for much less pay in exchange 
for the opportunity to telecommute at least two or three days 
a week.  However, another side of the work appears, namely 
the impact on the economy in terms of challenges for urban 
areas.  By reducing transportation to work, employees will 
also reduce some other needs, such as less shopping, less 
personal services, less entertainment, which means a 
reduction in total consumer spending (Barrero, Bloom, and 
Davis) [3].  The question that arises here is whether the 
increase in productivity will be such that other, consequential 
effects on the economy can be neglected.  In fact, the increase 
in productivity is often possible precisely because of time 
savings and cost reduction, which may not mean anything for 
ordinary economic statistics. 

The restrictions caused by COVID-19 have contributed to 
the fact that there is an increasing need for alternative work 
methods, which include remote work and work defined as a 
hybrid model.  The hybrid work model is not a newly 
discovered work method, but due to recent events, the need 
for such a model is increasing.  It is therefore a model also 
known as a mixed system, which usually appears when it is 
necessary to balance two types of requirements.  In the case 
of this model, we are talking about combining physical work 
arrangements (work performed at the employer’s location, 
i.e., in the office) and remote work (Cook, Mor, and Santos) 
[4].  The hybrid work model thus combines remote work, 
where the essential advantages are flexibility at work, lower 
labor costs and greater employee satisfaction, and the 
advantages of the traditional work system, such as personal 
cooperation and better culture in the work organization.  The 
need for remote work is actually growing faster and faster, 
which offers researchers the opportunity to more thoroughly 
investigate one and the other work model (Iqbal, Evgenevich 
Barykin, and Khalid) [6]. 

In our study, we discuss the possibilities of both systems, 
namely, we studied the advantages of remote work for 
employees in the IT SMITCs  companies, and at the same time 
we checked whether the use of a hybrid model would be more 
appropriate in this area.  Due to the COVID-19 pandemic, the 
employees experienced remote work, this was actually an 
accelerating factor that now allows us to check what the 
response was.  Changes are needed for the future, based on 
digitization, which will have to be restructured so that the 
company does not become obsolete with its way of doing 
business.  As a result, there are more and more opportunities 
for hybrid work arrangements in many areas.  In the first part, 

we present the evaluation of the research problem by means 
of connecting the key theoretical findings of the studied field.  

Project management is a complex process that involves 
many important competencies.  Its role in the case of research, 
however, has changed significantly recently.  Sometimes 
research was based on the assessment of factors and 
appropriateness of use and contribution to knowledge and 
expertise.  Today, the use of project management in research 
is based on the integration of qualitative and quantitative 
studies and thus a comprehensive review of the practical 
results obtained.  The empirical part first presents the analysis 
of the survey questionnaire in which we obtained the 
preliminary results for further investigation using the decision 
trees.  This was followed by a presentation of the questions 
and outputs to the focus group to debate the opinions and 
positions on the mentioned questions. 

 
1.1 Purpose and Goals 

 
The purpose of the study is to expand the insight into remote 

work and the possibilities of using the hybrid model in the 
case of IT SMITCs  companies.  Based on the findings, we 
evaluated the problem presented and the goals of the research 
were aimed at: 

 
• to study methods based on project management 

methodology; 
• presentation of the results obtained with the help of a 

survey questionnaire, where employees in the IT field 
evaluated the positive and negative aspects of 
telecommuting factors; 

• presentation of employee productivity modeling using 
decision trees and analysis of obtained results and 
presentation of priority factors related to employee 
productivity; 

• presentation of the questions asked obtained on the basis 
of the results of decision trees and the use and analysis 
of the selected measuring instrument to gather opinions 
and positions with the help of discussion; 

• analyzing the obtained results and their interpretation 
and 

• presentation of an understanding of the advantages of 
using a standard work system, remote work and hybrid 
work in the case of IT companies. 

 
With the aforementioned research we determined what kind 

of work is most suitable for employees in IT SMITCs  
companies.  It has the most advantages, standard work in the 
office, remote work, based on research in the past almost two 
years, or for companies in this field in the future, to consider 
a hybrid model. In the study, we also sought answers to the 
following hypotheses: 

 
H1: The perception of remote work depends on the field of 

work. 
H2: The positive effects of telecommuting in the case of the 

IT sector can affect productivity, and in the case of the 
hybrid model, these could increase even more. 

H3  Employees see many advantages in remote work, but 
the standard form of work is also close to them, which 
means that the hybrid model could be the most 
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effective form of work in the IT sector. 
 

1.2 Methods 
 
We conducted the survey on the experience of working 

remotely when the situation during the pandemic had calmed 
down to such an extent that employees returned to their jobs 
in the office.  The questionnaire was designed with the help 
of theoretical knowledge and past research on telework, based 
on factors related to the impact of telework on productivity.  
One hundred IT respondents evaluated general claims about 
telecommuting, positive and negative factors in 
telecommuting, and factors directly related to productivity in 
telecommuting.  The respondents gave their evaluations using 
a measurement scale, with grades from 1 to 5 (1-do not agree 
at all, 5-completely agree), so that they evaluated the 
individual statements in each group.  We also checked 
demographic data such as: gender, age, completed education, 
employment status, number of years with the current 
employer and personality type.  We analyzed the obtained 
data of the survey questionnaire according to the evaluation 
of the respondents.  We then evaluate results with the decision 
trees method systematically based on all possible outputs.  
The decision tree method was chosen as a method that allows 
a symbolic representation of patterns, which we can use and 
reinterpret.  The dependent variable was shifted, for example 
when stated to telecommuting productivity which was derived 
from a set of statements in the survey questionnaire, we used 
other variables such as demographic data etc. as independent 
variables. 

We analyzed the data sets obtained with the help of decision 
trees and selected the 10 most important findings, which 
highlight the essential findings of the research and their 
connection with the positive and negative aspects of remote 
work.  We analyzed, presented and interpreted the collected 
data accordingly.  On the basis of these results, we have posed 
a meaningful question in light of the findings, which would 
help us to explain the obtained data more deeply.  We  
 

continued with a qualitative research in which we used the 
focus group method, where 7 participants were informally 
interviewed in a group.  We chose this method in order to 
obtain general information about the background of the 
researched topic.  We continued with the presentation of the 
collected results of the focus groups, and for an easier and 
more in-depth understanding of the results.  We also used 
some quotes from the focus group participants.  Our workflow 
progress is illustrated by Figure 1. 

 
2 Research 

 
One hundred respondents rated the statements in the 

questionnaire as follows: 
 
• The majority of respondents completely agreed (rating 

5) with the fact that working remotely saves time (e.g., 
no driving to work) and consequently also costs, and that 
such a method of work requires a high level of digital 
competence or literacy. 

• The majority of respondents agreed (rating 4) that: when 
working remotely, free choice of time or flexibility of 
working hours is important (to do the work when they 
think they will be most productive); that they have a 
better balance between their professional and private 
lives when working remotely; that telecommuting is a 
challenge; that they are more creative when working 
remotely; that when working 

• remotely there are no usual distractions that are present 
when working at a traditional workplace (e.g. 
distractions from other employees); that telecommuting 
requires a certain level of responsibility towards work; 
that their productivity is higher when they work from 
home; that remote work has more advantages than 
traditional work in an office; that when working 
remotely, greater productivity depends on the level of 

• motivation and their satisfaction (the higher both factors 
are, the higher the productivity) and that an additional 

 

 
 

Figure 1:  The workflow in our research 
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• financial incentive would motivate them even more to 
work remotely. 

• The majority of respondents could not accurately 
evaluate the following statements (a rating of 3 was 
chosen - neither agree nor agree): that they miss personal 
contact with employees and management staff; that 
when working remotely, the boundaries between 
professional and private life are blurred; that they are 
overloaded with information and communication when 
working remotely; that when working remotely, they 
face challenges in how to motivate themselves to work; 
that when working remotely, they face work disruptions 
from other people in the household; that they are more 
productive in a classic workplace and that they do more 
in classic work. Also, the majority did not accurately 
evaluate the claims that, based on better conditions or 
additional benefits, they would rather continue working 
in the office than from home. 

• The majority of respondents did not agree (rating 2) with 
the following statements: that remote work leads to a 
lack of trust on the part of management staff; that there 
is a lack of team spirit when working remotely; that they 
have more communication problems when working 
remotely; that there is a lack of response from superiors 
when working remotely; that, when working remotely, 
they doubt that their finished work is properly assessed; 
that there are limitations to career possibilities when 
working remotely; that when working remotely, there is 
a lack of important information for work and important 
information regarding the company itself, and that when 
working remotely, there is a lack of inspiration and 
challenges at work. 

 
We entered the obtained results into the model and formed 

the following conclusions with the help of decision trees: 
 
• that digital literacy plays a key role in the very nature of 

the work of an employee in the IT sector. The obtained 
results tell us that it is basically a criterion that must be 
guaranteed so that an employee in such a position can 
perform his job well; 

• that when working remotely, employees can usually 
have a great deal of control over the performance of 
tasks or over their schedule. This flexibility can have a 
positive effect on work itself, as well as on productivity 
and satisfaction. Namely, their working hours can be 
adjusted in such a way that they better balance their 
professional life with their private life; 

• that employees are aware of saving time and reducing 
certain work-related costs, and that these two factors can 
have a significant impact on employee productivity; 

• that employees attribute reduced distractions at work 
(e.g., conversations and social interaction) as an 
opportunity for greater productivity; 

• that the respondents believe that they are proven to be 
more productive when working remotely, which is also 
influenced by self-motivation and job satisfaction;  

• that employees are aware of the challenges posed by 
working remotely, but are not entirely convinced that 
the additional benefits at the workplace would convince 
them to return to the classic way of working; 

• that employees are aware that their productivity also 
depends on their capacity and their ability to work 
remotely and 

• that employees have no problems with the lack of 
contact between employees and management. 
 

The measuring instrument in the continuation of the 
qualitative research was an unstructured interview.  Figure 2 
shows the design of our research using a focus group.  

 

 
 

Figure 2:  Preparing a design for a focus group 
 
 

The questions were based on the results obtained using the 
decision tree method.  A focus group with seven ICT company 
employees chose the MS Team application for a group 
interview that lasted 1 hour and 10 minutes.  The contractor 
asked pre-formulated questions and sub-questions and 
encouraged all participants to participate, especially those 
who were more reluctant, so that everyone in the focus group 
expressed their opinions and that everyone’s opinions were 
equally represented.  Data collection was carried out with the 
fundamental ethical principles of qualitative research.  All 
participants approached the interview voluntarily, with the 
possibility of discontinuing participation at any stage of the 
research.  Figure 3 shows the data collection process using a 
focus group. 

 
Question:  “How important is the level of complexity of 

digital literacy when working remotely in the IT sector”?  
The percentage of participants who considered the level of 
complexity of digital literacy extremely important is:  71.4%, 
and the percentage of participants who considered it a rather 
important factor is: 28.6%.  The analysis reveals that the 
majority of participants (71.4%) believe that the level of 
complexity of digital literacy is extremely important when 
working remotely in the IT sector.   The rest of the participants 
(28.6%) consider it quite important. When answering this 
question, the participants agreed that it is difficult to talk about 
the importance of digital literacy in their work, which actually  
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Figure 3:  Focus group process and data collection 
 
 

comes from their ability to work with computers and 
programs.  They added that it is also important that they know 
how to manage information, which includes understanding, 
using  and transferring it. 

Question:  “Could telecommuting productivity be higher 
simply because employees can set their own time and thus 
actually spend less time being unproductive”?  The 
percentage of participants who consider it important to be able 
to choose their time when working remotely amounts to is: 
60%, and the percentage of participants who consider that 
they are more productive due to adjusting their time and 
saving time is: 40%.  The analysis reveals that the majority of 
participants (60%) believe that it is important to be able to 
choose the time when working remotely, that is, to be able to 
determine when they will carry out some work and that as a 
result, they are more productive.  The rest of the participants 
(40%) believe that they are more productive due to adjusting 
their time and saving time that does not have to be used for 
small things (e.g., commuting, short speeches at the 
workplace, etc.). 

Question:  “Could telecommuting, with its potential 
benefit of improving work-life balance, contribute to the 
new normality of doing and accepting telecommuting for 

jobs not only in IT, but also in other sectors”?  The 
percentage of participants who think that remote work in the 
IT sector has other advantages is:  50%, and the percentage of 
participants who think that in the case of other sectors this 
might be an advantage they need is: 50%.  The analysis 
reveals that half (50%) of the participants believe that IT has 
other more important advantages when working remotely, 
such as saving time, working at home, working in a quiet 
environment, etc.  The remaining participants (50%) believe 
that remote work has already become normalized in the IT 
sector and that the stated advantage, i.e., greater balance 
between work and private life, may be the advantage that will 
lead to normalization in other sectors as well.  All the 
participants listed the industries in which they believe remote 
work would also make sense, at least as an additional option: 
work in the field of finance and banking, medicine and 
pharmacy, law, the field of art. 

Question:  “Does the reduction of mobility have certain 
disadvantages, as in driving to work having some intrinsic 
value?”  The percentage of participants who do not miss 
driving is:  57,1%, and the percentage of participants who 
miss some aspects of driving is: 42.9%.  The analysis reveals 
that the majority of participants (57.1%) do not miss driving 
to work, as they can save time and are not stressed, e.g., due 
to traffic rush hours and the like, which means that the 
reduction in mobility has no negative consequences for them.  
The remaining participants (42.9%) think that they miss 
certain aspects of driving, such as e.g., independence, 
isolation in one’s own little world, etc. 

Question:  “How should an employer in the IT sector 
maintain greater productivity of employees when working 
remotely?”  The percentage of participants who consider 
maintaining connections between employees, regular 
software updates and relaxed communication to be important 
is:  100%; the percentage of participants who suggest financial 
assistance when setting up a home office is:  28.6%; the 
percentage of participants who mention praise for a job well 
done as a productivity factor is:  57.1%.  The analysis shows 
that all or almost all participants agree on the importance of 
maintaining employee connectivity, regular software updates 
and relaxed communication to maintain productivity when 
working remotely in the IT sector.  In addition, (28.6%) of 
participants suggest providing financial assistance in setting 
up a home office, while (57.1%) mention the importance of 
praise for a job well done.  These findings highlight key ideas 
and perspectives shared by focus group participants. 

Question:  “Could employees have less problems with 
lack of team spirit due to the very nature of the work, 
where employees with a certain level of personality 
dominate”?  The percentage of participants who agree that 
they do not feel a lack of contact when working remotely and 
that there is no reduced team spirit is:  100%, the percentage 
of participants who believe that their relationship level is at a 
high level, as technology allows them to have regular contact, 
which is just as good, even if they don’t have that much 
physical contact:  100%, and the percentage of participants 
who declare that they often communicate when working 
remotely and have normal, friendly and relaxed 
conversations:  100%.  The analysis of the participants’ 
answers showed that all participants, regardless of the nature 
of their work, believe that working remotely does not affect 
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the lack of team spirit.  Also, everyone is of the same opinion 
that technology makes it possible to maintain a high level of 
relationships and communication that supports team 
activities. 

Question:  “Which characteristics of remote work could 
be highlighted as demonstrable advantages for an 
employee in the IT sector”? The percentage of participants 
who highlighted the flexibility of working hours as an 
advantage of remote work is:  100%, the percentage of 
participants who highlighted familiarity and greater comfort 
as an advantage is: 60%; the percentage of participants who 
highlighted geographical freedom as an advantage is:  50%; 
the percentage of participants who highlighted fewer 
distractions and more silence as an advantage is:  50%; the 
percentage of participants who identified fewer distractions 
and more silence as an advantage is:  40%; the percentage of 
participants who highlighted reduced stress from driving as an 
advantage is:  40%; the percentage of participants who 
highlighted the ability to achieve a greater balance between 
professional and private life as an advantage is:  20%.  The 
analysis of the responses of the participants showed that the 
flexibility of working hours is universally recognized as the 
most important advantage of telecommuting for employees in 
the IT sector.  In addition, familiarity, comfort, geographical 
freedom, fewer distractions, greater quietness, lower costs and 
reduced driving stress are also important benefits mentioned 
by more than half of the participants. 

Question:  “How could employers in the IT sector, in the 
case of the transition of employees to full-time work from 
home, ensure or be sure that the employees will cooperate 
enough, that they will be creative enough themselves, or 
able to do this work for a long time without negative 
consequences for productivity?”  The percentage of 
participants who agree that effective communication is key to 
ensuring cooperation, creativity and productivity of remote 
employees is:  100%; the percentage of participants who 
consider it necessary to monitor work, which can be 
introduced by the employer with a time calendar and 
recording of work progress, amounts to:  80%; the percentage 
of participants who believe that the weekly work report is 
important for good cooperation, creativity and motivation of 
employees is:  80%; the percentage of participants who 
believe that live meetings are key to promoting creativity, 
good work and preventing loneliness and negative effects on 
mental health is: 60%.  The analysis of the participants' 
responses showed that effective communication is crucial for 
employers in the IT sector in ensuring the cooperation, 
creativity, and productivity of remote employees.  Work  
control, weekly reports and live meetings are also important 
elements to maintain a high level of productivity and 
creativity and prevent possible negative influences such as 
loneliness. 

Question:  “How should employees in the IT sector 
motivate themselves when working remotely?" and "How 
should an employer motivate employees to increase or 
maintain productivity when working remotely?”.  
Percentage of participants who agree that the motivation of 
employees in the IT sector partly related to the activity of the 
work itself, which they like to perform, as the work is a kind 
of hobby for them, amounts to:  100%; the percentage of 
participants who believe that the employer could additionally 

motivate them with an allowance for exceeding the work 
norm (faster performance of work, flexibility of working 
hours and customization are the factors that enable exceeding 
the norm compared to working in an office according to the 
participants); the percentage of participants who believe that 
the employer could also motivate them through depreciation 
of the equipment (by providing the necessary equipment by 
the employer and reimbursing the costs for wear and tear of 
the equipment) is: 100%.  The analysis of the participants' 
answers showed that the motivation of employees in the IT 
sector to work remotely is partly related to the nature of the 
work they do and it is a kind of hobby for them.   In addition, 
the employer could only motivate them additionally with an 
allowance for exceeding the work norm and by providing and 
amortizing the necessary equipment. The participants pointed 
out only two concrete factors of motivation, which are 
essential for them, because they are primarily motivated by 
the fact that they like doing their work. 

Question:  “What are the most important challenges 
faced by employees in the IT sector?”  Percentage of 
participants who agree that employees in the IT sector face 
challenges arising from the influence of external factors (they 
believe that working remotely is more difficult to manage and 
solve problems and continue working when things go wrong) 
is:  100%, the percentage of participants who believe that 
external factors in remote work pose challenges, such as 
equipment failures, power outages, network outages, etc. 
(they believe, that these problems are slower or more difficult 
to resolve at home than in the office) is:  100%; the percentage 
of participants who agree that taking care of the security of 
equipment and programs is a challenge when working 
remotely (they state that employees must pay attention to data 
protection, their intervention and safety of domestic 
technology equipment) is:  100%; percentage of participants 
who find writing reports a challenge (they state that writing 
meaningful reports that the employer understands is 
sometimes difficult, as some tasks are self-evident or difficult 
to explain) amounts to:  57.1%.  The analysis of the responses 
of the participants showed that employees in the IT sector face 
challenges when working remotely, arising from the influence 
of external factors.  Problems such as equipment failures, 
power, and network outages present obstacles to smooth 
operation.  In addition, taking care of the security of 
equipment and programs is also an important challenge.  
Writing reports is also a challenge, as it is necessary to 
describe the work in a clear way, despite self-evident or 
difficult-to-explain tasks. 

 
3 Discussion 

 
The attempt to work from home, which was actually not a 

real test, as employers and employees were forced to make 
such a decision due to measures during the COVID-19 
pandemic, brought many positive effects.  Employers and 
employees alike have gained valuable insights.  Some 
research has even shown that telecommuting employees were 
so satisfied that more than half of them would rather find 
another job than continue working exclusively in offices.  
More than half of the employees based on these still want to 
work remotely, although the hybrid model is also very 
attractive to employees.  Still they are less interested in the 
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existing way of work, therefore a return to the classic way of 
working in the office is not expected (Sokolic) [9]. 

In the future, we can therefore expect more remote work, 
according to promising studies of working from home, 
however few employees (in sectors where this is possible) will 
work exclusively in a traditional workplace.  Even the hybrid 
model, which also existed before the pandemic, promises 
many possibilities, the classic way of working certainly 
cannot be completely replaced by remote work only.  In the 
long term, along with the advantages of remote work, the 
negative factors can also become increasingly apparent. 
Among these are certainly the reduction of social contacts and 
the emergence of the need for interaction. 

The question remains what impact any negative factors will 
have on the ICT field.  At least in the current study, we did 
not find that any of the negative factors would cause any 
problems for the employees.  The employees had challenges, 
but they did not agree with the claims about the lack of mutual 
contacts.  They also do not agree with other negative effects, 
such as a reduction in the connection between them and the 
management staff.  Since in our case it is a sector where many 
people who have introverted personalities work, it would be 
very interesting to investigate how remote work would be 
reflected over a longer period. 

In the case of our study, we simultaneously started from 
theoretical findings, other recent research, and modern 
approaches, as well as from the results of our research, of 
which the presented hypotheses were established. 

 
With H1:  The perception of remote work depends on the 

field of work, we started from the assumption that in the case 
of IT companies, it is easier for employees to work from home 
due to the very nature of the work, which already basically 
attracts a certain type of personality.  According to the results 
obtained from our research, employees in IT companies want 
to work remotely because they want more flexibility in their 
working hours.  It is also a workplace where employees are 
increasingly aware that they do not need to move to a well-
paid workplace, because there is no longer any geographical 
limitation when working remotely.  Employees in this 
position also believe that they are more productive when 
working remotely and accept their remote work very well.  In 
their work, they did not perceive a lack of personal 
relationships, problems in communication or a lack of 
information.  According to other studies, where other jobs or 
areas of work are analyzed, the research also shows good 
results and maintaining or even increasing productivity, but in 
certain cases outstanding factors can still be traced.  Some 
employees faced a lack of social connection, which in turn led 
to stress, problems with psychological well-being, and even 
depression for some.  From this we can conclude that the 
experience of remote work depends on the individuality of 
the employees, their preferences, personality type and 
perhaps not so much on the field of work itself. 

With H2:  The positive effects of telecommuting in the case 
of the IT sector can affect productivity, and in the case of a 
hybrid model these could increase even more, we started from 
the assumption that both approaches have their advantages 
and that combining all advantages can lead to even better 
results.  Despite the fact that employees are convinced that  
 

they are more productive at home, problems can arise with the 
management itself.  Sometimes productivity is not so easy to 
measure, and this can lead to a lack of transparency and, as a 
result, less trust from management towards employees.  It is 
true, however, that a highly productive employee is most 
likely equally effective both in the office and at home.  In our 
research, we found quite a few advantages that employees 
point out when working remotely, among which the flexibility 
of working hours stands out in particular.  However, the 
respondents were not so sure that they would much rather 
work only remotely than in a classic workplace, when we 
presented them with the possibility of additional benefits in a 
classic workplace.  If remote work offers flexibility of 
working time and place and other advantages, on the other 
hand, it also brings challenges, such as facing and solving 
problems and lack of social interaction.  In this case, the 
hybrid model seems like a solution that can offer the best of 
both worlds. Greater flexibility when working remotely, a 
better balance between professional and private life, as a 
result, can affect higher productivity.  Working in an office 
also has its advantages, it is a more suitable place for 
collaboration, creating good relationships, etc.  In any case, 
the period during the pandemic made it possible for 
employees to experience remote work and compare it with the 
traditional model.  More freedom, greater flexibility of work, 
there is no going back, many are even ready to change their 
workplace if it only required them to do classic office work.  
However, it is still only an experience at a certain time and if 
we look at it more broadly, face-to-face personal 
communication cannot be recreated virtually, even work 
relationships and culture are stronger when they are built 
physically.  Therefore, the hybrid model is something that 
can have a long life and something that may really increase 
the positive effects on productivity. 

With H3:  Employees see many advantages in remote work, 
but the standard form of work is also close to them, which 
means that the hybrid model could be the most effective form 
of work in the IT sector, we started from the assumption that 
employees in remote work otherwise see many advantages, 
but they are not entirely sure that they no longer want to work 
in the classic way as well.  The need for freedom, adaptability, 
geographical restrictedness, but also for personal 
communication and socializing is something that puts the 
hybrid model as a solution for companies that want to adapt 
to the post-pandemic world.  It is a model that offers 
advantages that include employee satisfaction because they 
can adjust how they will do their work, but at the same time it 
ensures that there is no lack of personal contacts and 
successfully discourages employees from possible isolation 
and deterioration of mental health.  The flexibility of hybrid 
work allows employees what they have generally wanted for 
a long time, greater balance, and coordination between their 
professional and private lives.  Despite the fact that the hybrid 
model appears to be the most efficient form of work, it should 
be noted that this model will also require careful preparation 
and planning, and companies will have to adapt to 
uncertainties in the future as well.  Of course, it also depends 
on the individual employee, for some it will suit them to work 
from home for part of the week and in the office for the rest, 
while some may want to work entirely remotely. 
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4 Conclusion 
 
COVID-19 contributed to the fact that the trend of remote 

work took hold.  Remote work has been known for a long 
time, but companies did not test it to such an extent until they 
were actually forced to introduce this form of work in the last 
two years due to the pandemic.  In the case of ICT companies, 
it is work that is already done from home in many parts of the 
world, but this time the companies and employees were not 
ready for an immediate change.  The need for quick action and 
changing conditions did not allow for much planning and 
preparation.  We can certainly talk about the fact that no one, 
neither the employer nor the employee, was completely ready 
for the transition.  The change of the workplace, processes, 
resources and the preparation of people was fast, but 
according to the analysis carried out, the employees 
responded very well in the case of ICT companies.  
Employees (also employers) gained experience and checked 
how they can coordinate their wishes, capabilities and 
challenges when working remotely.  The conducted research 
showed primarily positive effects on productivity and 
employee satisfaction with this type of work.  The trend of 
working from home also shows prospects for the future, 
although a new perspective must be taken into account.  The 
employees were satisfied during the period of working from 
home and see many advantages in this type of work.  
However, it was in fact, a period when we could not perform 
our work in the classic way due to the requirements and 
measures.  Here we can also refer about the satisfaction of 
being able to do their work without any particular fear of 
being out of work because it cannot be done or is done under 
strictly defined conditions.  Remote work during this period 
also offered some security due to the familiarity of the 
environment itself, so that serious social contacts did not even 
occur, at least not in the area where we performed the analysis.  
The question is how it will be in the future.  Despite the 
results, which showed that employees did not miss personal 
contacts with colleagues and management, it is necessary to 
consider for the future, e.g., about the need for social contacts, 
means to maintain this type of work, etc., regardless of the fact 
that research has also shown that many introverted 
personalities work in this field.  Remote work could continue, 
but according to the latest research, it appears that the most 
advantageous way at the moment would be a hybrid model.  It 
is a model that simultaneously offers employees more 
flexibility while maintaining a certain level of control and 
stability for the employer.  This way of working is certainly 
more acceptable also because restrictions disappear and 
people no longer fear and desire to be closed off due to health 
conditions.  The hybrid model allows employers to 
experiment with solutions and find out what is best for 
employees and for the company/organization.  
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Abstract 
 

The Godavari River in Maharashtra, India, is used as an 
example in this paper to demonstrate the recital use of 
machine learning methods, including auto regression with 
mean average and random forest regression.  Water data are 
gathered for modelling from the Hydrological Data Users 
Group in Nasik, Maharashtra.  The procedure used in this 
article demonstrated tension during the creation of Python 
code and its transfer to the operation data to predict output.  
Comparing the two models, ARIMA is used to forecast the 
places’ subsequent six progressive values.  After comparing 
the models’ outputs, the RSME of Water Parameter 
Forecasting Model had a score of 0.90, while the ARIMA 
received less than 0.5, it was declared to be a reliable model 
for forecasting the following six values.  In order to compare 
the predicted and generated results, samples from the relevant 
study sites are gathered and tested in the lab concurrently with 
the machine learning process. 

Key Words:  ARIMA, water parameter forecasting model, 
Jupyter notebook, Godavari river. 

 
1 Introduction 

 
The majority of nations recognize surface water quality as 

a delicate and important problem.  The effect of surface and 
groundwater quality on human health, aquatic life concerns, 
and related factors is significant. [12]  Water has a major 
impact on life sustainability which is determined as a key 
element in our environment.  Water found in sea and land 
plays an important part in day to day life activities such as 
drinking, agriculture, industrial and other uses [14].  Ground 
and surface water quality is declining as a result of human-
made activities like industrial refuse, agri-/aquaculture, and 
discharges from other uses [2].  Hydro chemical property 
analysis is a key component in identifying the quality of water 
for domestic, commercial, and irrigation uses.  Remote 
sensing, GIS, and statistical analytical tools were used to 
identify the variables.  It regulates the flow system at various 
Wheeler Lake Basin sites in Northern Alabama.  The research 
evaluated ground and surface water after human consumption 
by using the water quality index (WQI) method.  In various 
locations around the globe, numerous investigations are 
carried out to address quality standards and issues.  With the 
aid of engineering studies on rivers, a number of  
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investigations into earth science is the evaluation of water 
quality parameters.  Water found in sea was used to evaluate 
the status of concerned locations.  The most frequent 
occurrence when it comes to earth science is the evaluation of 
water quality parameters, water quality, the transport of 
sediment, and the transmission of pollutants.  Human socio-
economic growth depends upon readiness of quality water.  
[11] A rapid increasing in population and thus expansion in 
agriculture and industries has shown us how that quality water 
is becoming difficult to achieve.  [5] Additionally, measuring 
is divided into two categories: components of water quality 
and the spread of pollutants and their mechanisms.  
Physicochemical analysis was used to classify the water 
quality parameters as a result of environmental engineering 
breakthroughs. BOD, COD, pH, temperature, K, Mg, Na, 
TDS, and other assays are among them [1].  Departments of 
the federal, state, and local governments as well as the 
Hydrological Data Users Group are mandated to routinely 
assess the water quality parameters.  

Additionally, the station points will contain fundamental 
data for creating conservation initiatives.  The availability of 
water quality parameters made it possible to review with the 
aid of an earlier study [13].  The benefit of using soft 
computing methods and having access to time series analysis 
is that the majority of engineering researchers today have 
conducted the necessary research to make accurate 
predictions of future quality parameters using mathematical 
formulas [6].  The MLP model has accurate findings in 
predicting the parameters when using adaptive neuro-fuzzy 
inference system (ANFIS), radial basis network (RBF), and 
multilayer perception (MLP) methods to forecast the water 
quality parameters [3].  It was suggested to use a model to 
plan the spread of classified surface water in accordance with 
the quality of Iran’s locations using probabilistic support 
vector machines (PSVMs) and GIS techniques [10].  
Numerous case studies were used to predict the water quality 
parameters in a different research [4].  The prediction of 
quality factors with internal relationships used time series 
analysis and statistical models.  Numerous research papers 
make use of the quality evaluation of water and predictive 
analysis for the planning of projects related to water 
conservation.  The Godavari River in Maharashtra, which has 
been identified as the main contributor to the area’s 
surrounding canals, was the subject of the literature reviews 
used in the development of the current paper's water quality 
model.  Both the ARIMA and the Water Parameter 
Forecasting Model are used for parameter prediction within 
the chosen region.  Additionally, Jupyter notebook and scripts 
are created and included to manage the study’s data. 
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1.1 Proposed Methods and Materials  
 

This paper uses machine learning methods to suggest the 
distinctive structured code in the Jupyter notebook. There are 
two program models included:  ARIMA and Water Parameter 
Forecasting Model.  The introduction to the study area is 
followed by a presentation of the periodic water quality 
statistics and their ranges.  The overview of the used time 
series models is then presented, and the obtained findings are 
contrasted. 

 
2 Study Area and Data Collection 

 
The Godavari waterway, which has its source in 

Trimbakeswar, Nasik, Maharashtra, India, is the second-
largest waterway in that country.  It flows through the regions 
of Andhra Pradesh, Madhya Pradesh, Karnataka, and Orissa.  
The waterway, which flows through Nasik City, is 82% 
domestically and 18% industrially polluted.  The study spans 
a distance of 350km along the river, beginning in Kushawart 
Trimbakeswar and ending in Saikheda Village, where the 
river joins the city.  The river’s water was sampled from ten 
different places, and the samples were then examined in a lab 
run by the Hydrological Data Users Group for indicators of 
water quality. 

The information on water quality is gathered from the 
Hydrological Data Users Group, Nasik (HDUG) database in 
India, which is maintained by the authorities who are in 
charge of overseeing the various aspects of water quality.  
From 2011 to 2021, a total of 10 years are used.  The statistics 

for the monthly and yearly averages were only available in a 
few places.  The four chosen sites are shown in Figure 1 along 
with the parameters for the water quality.  Regarding the 
Hydrological Data Users Group, Table 1 presents an overview 
of the elements that make up water quality. BOD, COD, pH, 
temperature, K, Mg, Na, TDS, and DO are the parameters this 
research takes into account. 

 
3 Predictive Modelling 

 
Making predictions based on historical data can 

undoubtedly assist in resource management and raise the 
standard of the water supplied to the community. 

The dependent variable’s future value can be predicted 
using a unique set of techniques and methods that are 
accessible in the machine learning domain [15].  The ideas of 
the ARIMA model, which capture the essence of time series 
analysis, are used in this paper.  The back end date given must 
be checked with the various types of components, such as 
trend, noise, and seasonality, in order to run the ARIMA 
model.  The time periods are listed and depicted in Figure 2.  
The data must be stationary according to the statistical model 
for a time series collection.  The following list includes the 
codes that are necessary to complete the time series analysis 
and statistical model. 

A specified “excel” file containing the data has been 
imported into the Jupyter notebook, and the command 
window appears as shown in Figure 2.  Making a good 
forecast model requires making sure the time series data is 
stationary. 

 
 

 
 

Figure 1:  Location of the study area 
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 Table 1:  The summary of water quality parameters by HDUG at Godavari River 
Annual Average 

Values 
BOD COD DO Ph Temp SS K TDS 

Date Average 

2012 18.9 24.4 1.8 7.28 25.7 0.65 2.774286 344.6 
2013 21.1 21.6 2.5 7.24 25.7 0.59 2.685714 333.6 
2014 17.4 23.4 3.3 7.25 25.7 0.54 2.315714 337.9 
2015 16 25.4 3.3 7.24 25.8 0.5 2.128571 340.6 
2016 17.6 28.1 3.9 7.23 25.8 0.47 1.957143 345.6 
2017 19.1 29.3 4.3 7.25 25.7 0.51 1.471429 340.3 
2018 19.8 30.3 3.8 7.26 25.7 0.49 1.071429 319.3 
2019 20 29.9 3.7 7.27 25.6 0.48 1.342857 323.2 

 
 

The given time sequence’s future values, after being 
evaluated by its past and current statistical values, can be 
predicted using the ARIMA model.  The ARIMA model can 
be divided into three categories, with “AR” standing for 
autoregressive, which takes prior values into account when a 
variable is evolving.  While “I” reverses the integration part 
of data values evolved under the process of differentiation 
between the values of present and past, “MA” showed the 
linear combination of errors and values with a moving 
average part of regression at various times of past values.  In 
the end, the ARIMA model's features can help the data match 
the range shown in Tables 1 and 2. 

 
3.1 Model Determination 

 
Mushtaq analyzed the data using the rolling statistics and 

augmented the Dick fuller test (ADF) [9].  Further, non-
stationary data, an autocorrelation plot with decay shall be 
viewed in the window.  Analysis of  the excel data of different 
parameters was done to understand the pattern present 
between data.   

The following algorithm is suggested for second-order 
differencing based on the outcome produced following the 
first-order differencing of non-stationery data: 

 
3.2 Parameter Estimation and Analysis Using Model 

 
The regression model is created by averaging the parameter 

data and using the date “x” as an independent variable and the 
parameter “y” as a dependent variable. 

The Autoregressive Integrated Moving Average model, or 
ARIMA model, is a well-liked time series forecasting 
technique that incorporates moving average, autoregressive, 
and differencing components. 

 
The general formula for an ARIMA(p,d,q) model is: 
 
Y_t = c + ϕ_1(Y_t-1 - μ) + ... + ϕ_p(Y_t-p - μ) - θ_1ε_t-1 - ... 

- θ_qε_t-q + ε_t 
 
Where: 
• Y_t is the value of the time series at time t 
• c is a constant term (the intercept) 
• ϕ_1, ϕ_p are the autoregressive coefficients (AR terms) 

for lags 1 to p 
• Y_t-1, Y_t-p are the lagged values of the time series 

• μ is the mean of the time series 
• θ_1, ...,θ_q are the moving average coefficients (MA 

terms) for lags 1 to q 
• ε_t-1, ..., ε_t-q are the lagged errors or residuals 
•          ε_t is the error term or residual at time t 
• is the degree of differencing, which is the number of 

times the series is differenced to achieve stationary. 
  

3.3 ARIMA Determination Step 
 
The Autoregressive Integrated Moving Average (ARIMA) 

model is a popular time series forecasting technique used to 
analyse and predict data that exhibits a trend, seasonality, or 
other patterns.  The process of determining the ARIMA model 
for a given time series involves the following steps: 

 
1. Visualize the data:  Plot the time series and examine its 

behavior. Look for patterns, trends, and seasonality. 
2. Stationarity check:  A stationary time series has 

constant mean and variance over time and is necessary 
for ARIMA modelling. Check for stationarity using 
statistical tests like Augmented Dickey-Fuller (ADF) 
or KPSS test.  If the series is not stationary, apply 
transformations like differencing or seasonal 
differencing. 

3. Identify the order of differencing:  If the data is not 
stationary, apply differencing until it becomes 
stationary.  The order of differencing is the number of 
times the data is differenced.  The order of differencing 
can be identified visually or using the autocorrelation 
function (ACF) and partial autocorrelation function 
(PACF) plots. 

4. Determine the order of Autoregressive (AR) term:  The 
AR term is the number of lagged values of the time 
series that are used to predict the current value.  The 
order of the AR term can be identified using the PACF 
plot. 

5. Determine the order of Moving Average (MA) term:  
The MA term is the number of lagged forecast errors 
used to predict the current value.  The order of the MA 
term can be identified using the ACF plot. 

6. Model selection:  Combine the identified orders of 
differencing, AR, and MA terms to form a candidate 
ARIMA model.  Select the best model based on 
statistical measures such as AIC (Akaike Information 
Criterion), BIC (Bayesian Information Criterion), or 
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MSE (Mean Squared Error) on a validation set [7]. 
7. Model validation:  Validate the selected model using 

statistical tests and plots, such as residual analysis, Q-
Q plots, and Ljung-Box tests. 

8. Forecasting:  Use the selected and validated ARIMA 
model to make predictions on future values of the time 
series. 
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Figure 2:  Predictive modelling using water parameter forecasting model 
 
 

3.4 Water Parameter Forecasting Model (WPFM) 
 
WPF model is used as a random regression method, which 

is based on the generate tree structure to estimate the 
parameter prediction.  The process of random forest 
regression entails building several decision trees, which are 
then combined to produce a model that is more reliable and 
precise.  A random subset of the accessible data and features 
is chosen to create each decision tree [8].  The random pick 
contributes to improving the model’s generalizability and 
decreasing over fitting.  The regression model is used in 
statistical analysis to forecast the parameters “y”.  It uses past 
time series data to forecast the output.  Random forest 
regression model it is an ensemble technique to take the sum 
of the all the estimated output. 

 
3.5 Model Determination         

 
 Xnewt = Xt + Xt+7      (1) 

 
To find the output by Random Forest Regression 

 Standard Deviation = ∑ (X-XMEAN)/N (2) 
 
Find the probability of each attribute 
 
Probability Distribution = ∑ P(X) × Standard  
 
Deviation(X)  (3) 
 

3.6 Main Library: 
 
From Sklearn.ensemble.Random Forest. 
Pandas 
numpy 
Sklearn.model-selection 
matplotlib. 
 

3.7 Regression Tree Generation using Machine Learning 
(ML) Involves the Following Steps 

 
1. Data preparation:  Collect and pre-process the data, 

which involves cleaning, transforming, and normalizing 
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the data.  Split the data into training and testing sets. 
2. Feature selection:  Select the most important features 

that are relevant to the prediction task.  Feature selection 
can be done using statistical tests, domain knowledge, 
or ML algorithms. 

3. Tree building:  The tree building process starts with the 
selection of the root node.  The root node is selected 
based on the feature that maximizes the difference 
between the target variable and the feature values.  The 
data is then partitioned into two subsets based on the 
value of the selected feature.  This process is recursively 
applied to each subset until a stopping criterion is met. 

4. Stopping criterion:  The stopping criterion determines 
when to stop partitioning the data into subsets.  The 
stopping criterion can be based on the maximum depth 
of the tree, the minimum number of samples in a leaf 
node, or the minimum reduction in the variance of the 
target variable. 

5. Tree pruning:  Tree pruning is a process of removing 
unnecessary branches from the tree to prevent over 
fitting.  Over fitting occurs when the model is too 
complex and captures noise in the training data. 

6. Model validation:  Validate the model on the testing set 
using statistical measures such as Mean Squared Error 
(MSE), R-squared, or Root Mean Squared Error 
(RMSE). 

7. Hyperparameter tuning:  Hyperparameters are 
parameters that are not learned from the data but are set 
before the training process.  Examples of 
hyperparameters include the maximum depth of the tree, 
the minimum number of samples in a leaf node, and the 
learning rate.  Hyperparameter tuning involves selecting 
the best hyperparameters that optimize the performance 
of the model. 

8. Prediction:  Once the model is trained and validated, use 
it to make predictions on new data. 

 
3.8 Model Development 

 
The first stage in putting machine learning models into  

 
practice is the preparation of the data set.  The obtained data 
collection should now be divided into two categories: training 
the input data and testing.  The validation and evaluation of 
models that have been applied use training and trial data sets, 
respectively.  The process of allocating a subgroup to each 
category differs depending on the parameter values for time 
series modelling.  In time series, it is best to assume that the 
history of data gathering has been modelled, and shuffling the 
data set is not appropriate, though it is acceptable when a  
 

feature is present. 
Usually in both situations, approximately 75-85% of the 

data are set aside for confirmation and the resulting 20-30% 
for confirmation.  The implementation of machine learning 
models, including the tested and best-chosen ARIMA and 
Water Parameter Forecasting Model, is the following step.  
The network’s capacity needs to be adjusted in the following 
phase to improve the consistency of the Predictive Water 
Quality Modelling Using ARIMA and Water Parameter 
Forecasting Model for Locations of Godavari River.  In order 
to accomplish this, more neurons or secret layers will be 
added.  This method’s final two stages also cover the creation 
of the Initiate software architecture. 
 

4 Results and Discussion 
 
The ARIMA and Water Parameter Forecasting Model are 

both described in this paper along with their use in predicting 
the outcomes of water tests for a few water components.  An 
optimal model created in this paper has experienced analysis, 
and in the later stages, predictions have been made using 
various time series analysis methods.  Two-time series 
analysis models were modified from separate models, and 
new code was generated to fit the ARIMA (autoregressive 
integrated moving average) and Water Parameter Forecasting 
Model.  These two models’ various parameters, including 
temperature, pH, NA, K, COD, BOD, dissolved oxygen, and 
TDS, are chosen based on historical data from government 
organizations.  In the same way that the predictive values for 
the year 2030 were predicted, the total data values from the 
years 2012 to 2019 have been gathered and evaluated.  The 
time series deflection for the predictive values could be seen  
for both models, which had both done well. 

Following the completion of these operations, a number of 
observations are made to assume the predicted values can be 
discovered, and the best model that was predicted is then 
chosen.  Personal interest can be used to determine the 
number of observations, but more backend data can actually 
help the algorithm perform better.  Given that there will be 
100 observations in this specific value, the data is split into 
two sets: one for training and the other for testing.  Based on 
test data values from the two models, ARIMA and Water 
Parameter Forecasting Model, the projected values will be 
obtained after the test data; we obtain the predicted values 
after the test data.  We will then plot the graphs for the test 
data and the predicted numbers after making our predictions.  

In Tables 2 and 3, the Water Parameter Forecasting Model 
achieved 95% accuracy and the RSME of the predicted data 
for both models was met at 85% accuracy for the ARIMA-
model. 

Table 2:  ARIMA 
Performance Measure BOD COD Do Ph Temp SS TDS K 

         
RMSE 3.4 20.4 1.34 2.23 11.3 5.65 12.3 5.22 
R2_Score .49 .5 .56 .55 .44 .25 .55 .5 

 
Table 3:  Water parameter forecasting model 
Performance Measure BOD COD Do Ph Temp SS TDS K 
RMSE 0.89 1.85 .5 .65 .33 .45 3.233 2.1 
R2_Score .92 .89 .925 .94 .88 .85 .89 .88 
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5 Conclusion 
 

The model’s outcomes in this article were based on a 
mathematical approach.  Utilizing Jupyuter Note, statistical 
formulas, the code necessary for parameter analysis is 
imported from the data library, and both the data and the code 
are changed in accordance with the time series.  In the latter 
part, the predicted values had also met the R2 values, which 
range from 0.92 to 0.97.  As we look at the graphs, the initial 
values are shown in blue, and predicted values are coded in 
orange.  The seasonality of data sets is thoroughly examined 
in detail.  Data from the last 8 years’ worth of time series are 
seen to be nonstationary.  Thus, it appears that the graph 
generated by the Python-based Jupyter notebook is also 
nonstationary.   

Water Parameter Forecasting Model forecasts values that 
are closer to the original values than the ARIMA model, when 
the two models are compared.  Compared to the ARIMA 
model of RSME values, the RSME & R2 values in the Water 
Parameter Forecasting Model are more comparable.  The 
values discovered through data analysis are shown in the chart 
below for both the ARIMA and Water Parameter Forecasting 
Model. 
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Abstract 
 

The dataset was applied in the analysis of the real-world 
problem which found that the data lacked balance and had 
several classes due to the data nature and the data collection 
limitation.  This made the data gained a high term of possible 
imbalance.  When the imbalanced data is used in learning, it 
may reduce the efficiency of data classification.  Thus, this study 
aimed to manage the imbalanced data via hybrid data-level 
technique using SMOTE and bootstrap approaches based on one 
versus all with different learning.  The four different learning 
methods; deep learning, stacking algorithm, random forest, and 
gradient boosting tree are applied to improve the accuracy rate 
of the classification model.  The elderly health condition dataset 
was obtained from the Meaka Heath Promotion Hospital of 
Phayao in Thailand.  The experimental results indicated that the 
HySM_BT50% method gained the highest correctness value at 
90.11% (Sensitivity = 0.8469, Specificity = 0.9749, and G-
means = 0.9514) when using random forest algorithm as a 
classifier.  

Key Words:  SMOTE; bootstrap; imbalance; multiclass; 
classification; deep learning; ensemble method; elderly health 
condition. 
 

1 Introduction 
 
Most problems found in machine learning are the imbalanced 

data and have a lot of multi-classes from the dataset occurring 
from the distribution of the sample group or unequal label class, 
for example, one class has the least proportion compared with 
other classes resulting in predicting or classifying the minority 
class with having low efficiency and misclassification [2, 3].  
This is because the data classification method will give good 
efficiency when the data is balanced or close to each other.  The 
imbalanced data occurs in different domains such as the 
problem of the medical cluster classification (cancer data and no 
cancer patients), the problems of the risk management and the 
anomaly detection [6].  It is quite difficult to gain the data in 
each cluster having an equal number.  

In real-world problems, the most prevalent problem found is 
that the multi-class imbalanced data set used the form of the text 
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or the image data.  A multi-class problem is the classification 
problem where the instances of data classification fall into one 
or more than two classes.  Thus, the problem of data 
classification is a challenging issue for the management of the 
imbalanced multi-class data.  The multi-class classification 
becomes the main problem of machine learning due to the data 
having several label classes leading to processing the data more 
complicated.  Moreover, in classifying the multi-class data, it 
shows that the model efficiency in classifying data relies on the 
majority vote and the prediction of the new class data [24].  The 
most common solution, involving multi-class problems which 
are likely to be harder to predict, is to transform them into 
several binary problems.  One-Versus-All (OVA) decomposes 
classes into binary and then learners improve the representation 
of the minority examples.  This method is easy and useful for 
the work requiring to classify the multi-class which focuses on 
adjusting the data to be appropriate for an algorithm [15, 24].  

In general, two data-level approaches used in classifying the 
imbalanced data are applied to increase the samplings in 
minority data by over sampling and to decrease the samplings 
in majority data by under sampling.  The technique, most likely 
used by many experts, is SMOTE (synthetic minority over 
sampling technique) which is introduced to manage the 
imbalanced data [12, 19, 23, 26].  It is a way to increase the data 
in the minority group resulting in spreading the more balanced 
data clusters in order to make the classification of the minority 
group much better and the model classification much more 
accurate.  The under sampling approach is a way of reducing the 
majority sample group to have the same or near amount of the 
minority sample group leading to adjusting the dataset balance 
before applied for the training model.  

The survey data of the elderly health condition gained from 
Maeka Health Promotion Hospital, Phayao Province in the total 
of 1194 instances is divided into 3 classes; class 0 is a group of 
610 social bound instances, class 1 is a group of 529 home 
bound instances and class 2 is a group of 55 bed bound 
instances.  From the data of the elderly health condition, it 
shows the imbalanced data normally found that a number of 
healthy people is higher than unhealthy people.  In assessing and 
planning the elderly health care, the minority data is more 
interesting than the majority data which means that the total of 
instances of class 0 and class 1 put together is higher than class 
2.  This will result in classifying the data incorrectly or putting 
in a wrong cluster and making the classification of the minority 
group having low efficiency.  The adjustment of the imbalanced 
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data of class 2 can be done by data level approach.  
Therefore, hybrid data level approaches (SMOTE and 

bootstrap sampling) based on OVA technique with different 
learning methods empirically are applied to handle the 
imbalanced multi-class dataset.  In this research, the synthesis 
of the new sample cluster for a small class (SMOTE) is another 
option or way applied to manage the classification of the 
imbalanced data to improve the model efficiency in predicting 
the data more accurately.  Under sampling is the sampling 
technique by reducing the number of instances, which the 
majority class has the same amount as the minority class [32].  
In this work, bootstrap technique is used as an under-sampling 
method. Bootstrapping approach is used to decrease the instance 
of the majority class group.  In addition, the OVA strategy with 
four different classifiers (deep learning, stacking algorithm, 
random forest, and gradient boosting tree) is trained to evaluate 
and classify the models.  The OVA strategy is applied to change 
the multi-class learning problem into a two-class learning one.  
The benefits of the presented method is the improvement in the 
efficiency of the model classification.  This method can help 
improve the model efficiency in classifying the data more 
accurately in the group having a small number of samples.  
Additionally, it provides good efficiency for the domain with 
the imbalanced multi-class.  

 
2 Background and Related Work 

 
2.1 Elderly Health Condition  

 
The elderly groups are people over 60 years and divided into 

three groups in Thailand; social bound, home bound and bed 
bound.  Group 1- Social bound refers to the elderly who can help 
themselves and lead normal lives independently.  Moreover, 
they are able to do their basic routines continuously, being in 
good health and having no chronic diseases or no more than two 
chronic diseases which can be controlled.  Furthermore, they 
can help other people, society, community and can participate 
in social activities.  Group 2- Home bound refers to the elderly 
who can help themselves, still need help from other people in 
some instances, have some limitations in leading their lives, 
have chronic diseases which cannot be cured and have both 
physical and mental complications resulting in doing their basic 
routines.  Group 3- Bed bound refers to the elderly who cannot 
help themselves do their basic routines completely, need other 
people to move them, have chronic diseases which cannot be 
controlled and have complications, not able to help themselves 
or are paralyzed [27]. 

 
2.2 Imbalanced Data Problem 

 
The main problem of the data classification is the imbalanced 

dataset which is caused by having two data clusters or more 
meaning that the data in each class is not equal.  Definitely, if 
the data with clearly different quantity is taken through the 
classification method, the learning model will be classified in a 
majority group.  There are several solutions for managing 
imbalanced data problems such as data level approaches, 

algorithm level approaches, and cost-sensitive approaches [11, 
28]. 

 
2.3 Data-Level Approaches 

 
Data-level is a technique to increase or decrease instances 

from the imbalanced datasets which can improve the 
classification accuracy.  Data-level approaches play a vital role 
in imbalanced classification by reducing the distribution of 
examples and adjusting the balance of classes.  These techniques 
are used to prepare a dataset before the classification stage.  
After applying datalevel solutions, the training set can learn data 
more efficiently [2].  Data-level solutions are separated into 
three categories; oversampling, undersampling and hybrid 
methods [11,2 8].  

The oversampling technique or upsampling increase numbers 
of the minority class data to have a nearly equal amount of data 
to the majority class by using SMOTE technique [12, 19, 23, 26, 
32].  SMOTE is a technique used in solving the classification of 
the imbalanced data because the data in each class has a 
different amount causing the data classification results to 
increase the minority class and lead to make data have more 
balance [14, 31].  In the random step, only one value is taken 
from the data values in the minority class to increase the amount 
of the minority class which makes the data set have more 
balance.  In the data value random in minority class, one sample 
value is taken, followed by considering the K-nearest data value.  
Next, the Euclidean distance is calculated between the 
randomized data value and each nearest data value to find the 
least distance value.  After that, the new data is synthesized to 
have the same value with the data giving the least distant 
resulting in making the amount of the data balance in every 
cluster. 

Under sampling or down sampling is a way of reducing the 
majority sample group to have the same or nearly the amount of 
the minority sample group leading to adjusting the dataset 
balance before applying the training model [32].  Bootstrap 
sampling is a statistical technique used in resampling with 
replacement from the original sample.  The principle of 
sampling technique is to increase the amount of data by 
sampling several clusters where each cluster will have two out 
of three of the previous data size.  By this method, each cluster 
will not have the same data 100 percent of the time resulting in 
gaining several sampling clusters from the previous data.  In this 
study, the bootstrap sample is used to randomize the sample 
only one value at a time with the total amount of n times.  The 
values gained will return to the dataset before conducting the 
next sampling [5, 35].  

The hybrid data level approach is the combination between 
oversampling and under sampling [29, 32].  It is used to increase 
and decease the instances of each class before the classification 
step.  Moreover, it is the way to take the over and the under 
samplings to be applied to find the middle value in sampling the 
dataset between the two groups.  This is because increasing too 
much data may result in causing the data bias while decreasing 
too much data may lose the important data in model creating.  
Hence, this method can help handle the imbalanced multi-class. 
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2.4 Multi-Class Classification. 
 

The multi-class classification method is the way to classify 
the data set of more than two classes via changing the problem 
and dividing the classification into two types.  Generally, the 
popular method of classifying the multi-class into two classes is 
the OVA approach which is the method of reducing the learning 
technique from the multi-class learning problem to the two-class 
learning problem.  The OVA method is classified as a K- binary 
classifier.  The classier is built for each class so the classifier is 
trained by the Ci class and the total instance groups of other 
classes.  The result from the binary classification can make a 
decision by using this function:  F(x) = argmaxi=1…K fi(x) 
determining to choose the highest value with the sample tested 
by OVA method; K-binary classifier.  The classifier is built for 
each class so the classifier is trained by the Ci class and the all-
sample group of other classes [7].  The advantage of OVA 
strategy is the fast-processing time consumption.  Thus, this 
study chooses the OVA technique applied with different 
learning methods to reduce the processing complexity of the 
classification model and improve the model efficiency in 
classifying the data to be more accurate [15, 18].  

 
2.5 Ensemble Method 

 
Ensemble method is the technique focusing on improving the 

accuracy of the simulated model result using several 
classification models to help find the answer of which the 
combination of the models can increase the high accuracy of the 
results.  This method tends to take only one training dataset [16].  
However, to make the model have more functions, the model is 
created by using different classification techniques.  After 
creating the ensemble models, the models are taken to predict 
the new data.  Due to the ensemble model having several 
models, each model will give its result and all results will be 
considered to have the most appropriate answers through voting 
[17, 34]. 

 
2.6 The Performance Assessments of Classifiers are as 

Followed 
 
Accuracy is one metric measurement for classification 

models. 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

  (1) 
 
Where TP = the number of true positives, TN = the number 

of true negatives, FP = the number of false positives, and FN = 
the number of false negatives [15]. 

Sensitivity or true positive rate is the proportion of instances 
where it is predicted as a positive label [15]. 

 
𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹
    (2) 

 
Specificity or true negative rate is the proportion of the 

instances where it is predicted as a negative label [15]. 

𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

    (3) 
 
G-means (geometric mean) is the measurement performance 

of the class-imbalanced classifiers. It is applied to balance the 
sensitivity and the specificity values. If the sensitivity and the 
specificity are equal, G-means has the maximum value [15].  

 
𝐺𝐺 −𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = �(𝑆𝑆𝑆𝑆 ∗ 𝑆𝑆𝑆𝑆)   (4) 

  
2.7 Related Work 

 
Other researchers have presented a combination of data level 

techniques using SMOTE and under sampling.  Pristyanto, et 
al., [21] presented the data level approach to balance the class 
distribution on educational data mining (EDM).  The 
combination of the SMOTE and the OSS techniques were used 
to handle the imbalance on educational data mining.  The OSS 
approach is applied to split the majority class into four sections; 
noise sample, borderline sample, redundancy sample, and safety 
sample.  The results indicated that the hybrid of SMOTE and 
One-Sided Selection (OSS) provided the best effectiveness 
when using SVM as a classifier.  

The hybrid simulated annealing approach (SA) with different 
classifiers (discriminant analysis, SVM, decision tree, and 
KNN) was presented by Desuky et al., [5].  The SA method is 
applied to manage the unbalanced data and to select majority 
examples on UCI and KEEL datasets.  Furthermore, the F-score 
metric with objective function is used to choose instances.  The 
outputs of experiment illustrated that the SA method with 4 
different classifiers received the best accurate rate on 9 binary 
datasets.  

Kou et al., [13] combined the methods of resampling and 
ensemble model for the credit and the finance evaluation data.  
In this work, the resampling technique was applied to the 
clustering and distance-based imbalance learning mode or 
called the CDEILM.  Moreover, the cluster-size-based 
resampling model was developed to divide the group size of the 
under sampling rate in the resampling step.  The outputs of a 
hybrid approach illustrated that the effectiveness of AUC and 
G-measure values were higher than other approaches.  

In addition, this method could help solve the problems of the 
domains in the finance imbalanced datasets.   

Zhaozhao et al., [33] presented the method of the hybrid 
SMOTE and k-means for the imbalanced medical data.  The 
cluster-based oversampling algorithm was applied to identify 
the class of all instances.  The results of this paper indicated that 
the sensitivity and the specificity values were at 99.84% and at 
99.56% when the random forest algorithm is used to classify the 
model.  Astha, et al., [1] proposed the method of the SMOTE 
and the cluster-based undersampling for the imbalanced 
multiclass.   This approach was applied to balance and 
preprocess the training sets. The SCUT method received higher 
accuracy than other methods when applied for the preprocessing 
data. 

The combination SMOTE and undersampling method for the 
imbalanced datasets was proposed by Hanskunatai [9].  The 
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hybrid sampling technique between SMOTE and 
undersampling technique by using the decision tree and naïve 
bayes was the data classifier.  The DBSCAN algorithm is used 
to divide a group of positive and negative classes.  Negative 
class is removed 50% with this algorithm.  The results 
demonstrated that the hybrid sampling technique obtained the 
F-measure more than other sampling approaches in 7 datasets 
(Haberman, Glass6, glass0, vehicle2, new-thyroid1, new-
thyroid2, and yeast3) when decision tree was used as the 
classifier.  The outputs indicated this method could help 
improve performance of predictive model.  Furthermore, the 
proposed method achieved the highest F-measure in Wiscosin 
at 0.962.  Additionally, Xu et al., [23] presented a technique of 
the new hybrid SMOTE, Tomek-link and combined cleaning 
and resampling (CCR-SMOTETL).  In this work, the CCR-
SMOTETL approach was used to random the instances and to 
detect the noise data.  The research results demonstrated that the 
effectiveness of the classification received better accuracy than  
 

other methods when classified using Random Forest algorithm. 
 

3 Materials and Methods 
 

3.1 Dataset 
 
The dataset of the elderly health condition survey used in this 

experiment was received from Maeka Health Care Promotion 
Hospital, Muang District, Phayao Province, Thailand.  The data 
was collected from January, 2022 to February 2022 in which the 
details of the dataset is shown in Table 1.  The elderly health 
condition dataset is divided into three different classes; social 
bound (class 0), home bound (class 1), and bed bound (class 2). 
An example of the dataset for the experiment is shown in Figure 
1.  The descriptions of each feature for the elderly health 
condition data are presented in Table 2 in supplementary 
materials.  Furthermore, the names of the data level approach 
and the associated abbreviations are shown in Table 3.   

 
Table 1:  Showing the details of the data feature used in the experiment 

Dataset No. of features No. of instances No. of instances/ Class Imbalanced ratio (IR) 
Elderly health condition 34 1194 610/529/55 11.09 

 
 

Table 2:  The explanation of the value substitution of data in classification 
Feature Descriptions Feature Descriptions 

1. Occ 
(Occupation) 

1= Agriculture, 2=General employee, 
3=Merchant/ Personal business, 
4=Animal keeper, 5= Government 
pensioner, 6=Unemployment, 7= 
Others 

2. Marital Status  
 

1= Single  
2= Married  
3= Widowed  
4=Divorced 

3. BP1 (Blood 
pressure check, 
first time) 

 

1=normal (not more than 120/80), 
2=starting high (120-139/80-89), 
3=high (140-159/90-99), 
4=very high (>160/100) 
0= no information 

4. BP2 (Blood pressure 
check, second time) 

1=normal (not more than 
120/80), 
2=starting high (120-139/80-
89), 
3=high (140-159/90-99), 
4=very high (>160/100) 
0= no information 

5. Cdis (Having 
chronic disease) 

1=yes, 2=No  6. Phydis (Physical 
disability) 

1=yes, 2=No 

7. Mact (Moderate 
movement 
activity) 

1=Having regularly at least 3 times a 
week 
2=Having irregularly less than 3 
times a week 
3= No having due to disability 

8. Teeth (The present 
having good teeth 
at least 20 teeth) 

1=yes, 0= No 

9. Smoking 1= Never smoking, 2= Ever smoking 
but not smoking now,  
3= Smoking 

10. Alcohol Drinking 
 

1 = Never drinking 
2= Ever drinking but 

stopping now 
3= Still drinking 

11. Eye sight 
problem  

 

1=yes, 0= No 12. Eye Results  
(The result of eye 
sight examination) 

1=short-sighted eye, 2=long-
sighted eye, 3=cataract, 
4=glaucoma, 5= pterygium, 
6= macular degeneration 
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13. Feeling_ 
unpleasant  

1=yes, 0= No 14. Feeling _depressed  1=yes, 0= No 

15. Assess_fall 
(The assessment 
of falling 
condition) 

1= less than 30 seconds 
2=more than 30 seconds  
3= unable to walk 

16. Urinary (The 
screening of urinary 
incontinence) 

1=yes, 0= No 

17. Assess remem1 
(The assessment 
of the dementia 
condition by 
remembering 
and telling all 
words of things 
correctly. 

1= true 2= false 18. Assess_remem2 
(The assessment of 
the dementia 
condition by telling 
one’s own name and 
age correctly) 

1=true 2= false 

19. Results_of 
yearly diabetes 
check up 

1=normal 2= abnormal 
3= not checking 

20. Results of yearly 
hypertension check 
up 

1=normal 2= normal 3= not 
checking 

 
21. Assess_sleep 

(Sleep problem 
diagnosis) 

1=Have, 0= No have 22. Assess_knee (Knee 
osteoarthritis 
diagnosis) 

1=yes, 0= No  

23. ADL1 
(Feeding) 

0= unable, 1= needs help cutting, 
spreading butter 2=independent 
(food provided within reach) 

24. ADL2 (Grooming) 0 = needs help with personal 
care 
1 = independent 

face/hair/teeth/shaving 
(implements provided) 

25. ADL3 
(Transfer) 

0 = unable – no sitting balance 
1 = major help (one or two people, 
physical), can sit 
2 = minor help (verbal or physical) 
3 = independent 

26. ADL4 (Toilet use) 0 = dependent 
1 = needs some help, but can 

do something alone 
2 = independent (on and off, 

dressing, wiping) 
27. ADL5 

(Mobility) 
0 = immobile 
1=wheelchair independent, 
including corners 
2 = walks with help of one person 
(verbal or physical) 
3 = independent  

28. ADL6 (Dressing) 0 = dependent 
1 = needs help, but can do 

about half unaided 
2 = independent (including 

buttons, zips, laces) 

29. ADL7 (Stairs) 0 = unable 
1 = needs help (verbal, physical, 
carrying aid) 
2 = independent up and down 

30. ADL8 (Bathing) 0 = dependent,  
1 = independent (or in 

shower) 

31. ADL9 (Bowels) 0 = Incontinent (or needs to be given 
enema) 
1 = occasional accident (once/week) 
2 = continent 

32. ADL10 (Bladder) 0 = incontinent, or 
catheterized and unable to 
manage 
1 = occasional accident 

(max. once per 24 hours) 
2 = continent (for over 7 

days) 
33. BMI (body 

mass index 
(nutritional 
status)) 

1=obese range 
2=healthy weight range 
3=overweight range 
4=obese range 
5=very obese range 
0=Unknown 

34. Class (Group of 
elderly which 
divided by their 
abilities in doing 
their daily lives) 

 

Class0= Social Bound  
Class1= Home Bound   
Class2= Bed Bound 
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Figure 1:  The example of the elderly health condition dataset 
 
 

Table 3:  Data level approach used in the present research and the associated abbreviations 
 Algorithm  Abbreviation 

SMOTE based on OVA strategy  SMOTE_OVA 
Hybrid SMOTE and bootstrap sampling based on OVA with different learning methods (the 

size of the examples is 40% of majority class) HySM_BT40%* 

Hybrid SMOTE and bootstrap sampling based on OVA with different learning methods (the 
size of the examples is 50% of majority class) HySM_BT50%* 

Hybrid SMOTE and bootstrap sampling based on OVA with different learning methods (the 
size of the examples is 60% of majority class) HySM_BT60%* 

* The proposed method 
 
 

3.2 Proposed Method 
 
In this study, the researcher presents the method of the 

imbalance multiclass management by applying SMOTE and 
bootstrap techniques based on an ensemble learning method 
shown in the research conceptual framework as in Figure 2.  The 
processes of the proposed method are as follows. 

 
Step 1:  Data collection 
This part involves data collection on the elderly’s health 

condition survey.  Then, the data is kept in a MySQL database 
and changed into a needed file, a CSV file, easy to be applied. 

Step 2:  Data preparation 
The method of the missing data substitution has many 

techniques which are statistical method or mining technique 
used for substituting the missing data, for example, listwise data 
deletion [10] is an easy technique in managing the missing data.  
This approach is done by analyzing only the complete data.  It 
is suitable when having a small amount of missing data and the 
synthesis result is very clear which is mainly applied by default.  
For presentation, the substitution technique of missing data is 
used with the unknown value.  

Mean substitution is a technique of replacing the missing data 
by the value-known data mean in each small group of the 
variables [10].  It is used due to the hypothesis that the value of 
the missing data should be relied on the sample unit feature 
which should have the same interesting data value.  Moreover, 

the class instances of unknown values will be deleted.  In this 
case, the data has many lost features, but not more than 5 percent 
of all data through deleting the instances having missing data. 

Data transformation is the method of converting, extracting 
and mapping data into a usable format.  In this research, the 
discretization technique is used to convert numerical to nominal 
data.  Discretization is a method of changing the number data 
value into the data with a small size data.  This method is done 
before the data preparation step which reduces the data process 
through decreasing the size and the data complexity [8].  The 
steps of discretization value used in clustering the features is 
determined by the user and the expert.  In addition, the attributes 
are discretized by claiming the values from the laboratory. 

Step 3:  Hybrid data level approaches using SMOTE and 
bootstrap sampling technique 

Data preprocessing is to prepare the data processing and 
managing the data before classification.  It is the data 
preparation which is an important process of the machine 
learning.  If the data preparation is not done well, it will result 
in the operating efficiency of the other processes.  In this step, 
the problem of the dataset having different spreading classes is 
managed by adjusting the class balance to have close or an equal 
number through the combination of SMOTE and bootstrap 
techniques in solving the imbalanced problems.  SMOTE helps 
synthesize the minority class to have the same size as the 
majority class while the undersampling approach reduces the 
sample group with the majority class having the same number 
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Figure 2:  Framework of hybrid data level approaches based on stacking learning for imbalanced classification 

 
 

or size as the minority class sample.  In this research, bootstrap 
sampling is used in randomizing the data sample in order to 
make each class balanced before creating the data classification.  
The bootstrap sampling uses the operator to select the instances 
according to the sample size.  The best configuration of 
parameter sample size is found by optimizing the parameters 
process using the RapidMiner software with approximately 40% 
- 60% of the majority class.    

Step 4:  Performance evaluation using deep learning and 
ensemble classifiers for multi-class classification 

This research has improved the efficiency of the multi-class 
classification by using OVA strategy to divide the multi-class 
problem into two class or binary class together.  After adjusting 
the dataset via the combination SMOTE and bootstrap 
technique, the new dataset is classified into a cluster by using 

OVA technique to define the main class as a positive class and 
the rest of other classes to be a negative class.  Then, the new 
dataset is led to create a model to classify the data type by 
applying four learning classifiers.  In this step, four learning 
methods; deep learning, stacking algorithm, random forest, and 
gradient boosting tree are used for the classification and 
evaluation models [30].  

 
- Deep learning (DL) [20, 22, 25] is a category of neural 

network model as a multilayer perceptron (MLP).  It is used 
to train with learning algorithms.  Deep learning as 
supervised learning can help seek patterns from a large data 
and create models for model prediction. 

- Stacking algorithm (SK) is a type of the ensemble learning 
method.  It is one of the most popular ensemble classifiers.  
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This method typically creates a heterogeneous ensemble.  It 
can combine the predictions from multiple classifies.  
Stacking method is used to train multiple models for 
solving similar problems [25, 34].  

- Random forest method (RF) [4, 34] is an ensemble decision 
tree.  By the principle, the random forest trains the same 
model for several times or instances on the same data set.  
Each time the training will choose a different trained data.  
Then all model decision making is voted upon.  The 
advantage of this algorithm is to consume the rapid time in 
training the model.  Furthermore, it avoids the risk of 
overfitting. 

- Gradient boosting tree (GBT) is an ensemble method that 
helps improve the accuracy of trees.  It can train either 
regression or classification tree models.  The GBT learning 
algorithm is similar to a boosting technique and a decision 
tree.  The principle of GBT is that the sampling and creating 
of the decision tree from different simulations and each 
simulation is assessed until gaining the complete decision 
tree model.  The principle of the GBT method is to create 
multiple decision tree models and to evaluate each model 
of a decision tree.  This algorithm provides a complete 
decision tree [4]. 

 
4 Results 

 
In this section we will present the results of the experiment 

and discussion through comparing combinations of SMOTE and 
undersampling technique based on different classifiers (deep 
leaning, stacking algorithm, random forest, and gradient 
boosting tree) and single sampling techniques.  It is compared 
with the accuracy rate, sensitivity, specificity, and G-means in 
the elderly health condition dataset.  

For Table 4, it is the comparison of the effectiveness of 
accuracy on classification data via hybrid data level approaches; 
SMOTE and bootstrap technique, based on OVA strategy with 
different learning methods.  From Table 4, it shows the 
effectiveness of the model classification through the 
HySM_BT50% method by using RF algorithm gaining the 
highest accuracy value at 90.11% as well as the HySM_BT60% 
when using RF method as classifiers at 88.48%.  For the 
HySM_BT40% technique using SK algorithm has good 
accuracy of classification at 88.13%.  In Table 4, it is clearly 

seen that the output of the HySM_BT50% method obtained is 
the best at an average accuracy rate of 88.01%. 

Moreover, the HySM_BT50% using DL method is equal to 
that of the HySM_BT50% by GBT algorithm (87.18%).  On the 
other hand, the SMOTE_OVA technique learns better than 
HySM_BT40% and HySM_BT60% approaches when using 
GBT as classifier.  In summary, the performance of 
classification is superior to the other methods when the 
imbalanced data management is applied by using the hybrid data 
level approach based on OVA strategy with four different 
classifiers.  

Tables 5 and 6, show the comparison of the classification 
efficiency in terms of sensitivity and specificity values.  From 
Table 5, the result indicates the highest sensitivity gain is at 
0.9011 when combining SMOTE and bootstrap sampling 
technique based on OVA with RF classifiers.  Also, in Table 6, 
the specificity value is classified by RF algorithm which gains 
the highest value at 0.9480. 

The result from Table 7 indicates that the HySM_BT50% by 
using RF classifier  to assess the model efficiency which shows 
the G-means value gaining higher than other methods.  
Likewise, the HySM_BT40% with SK and HySM_BT60% with 
RF algorithm obtains the high G-means.  The HySM_BT50% 
method gives the best G-means value at 0.9242. 

The implementation of hybrid data level methods uses 
SMOTE and bootstrap technique.  The chart in Figure 3 
compares the distribution of samples of each class after 
resampling data.  There are 3 methods consisting of 
HySM_BT40%, HySM_BT50%, and HySM_BT60%.  Each 
class represents a group of the elderly.  Class_High or class 0 
refers to a group of the elderly which are social bound; 
Class_Middle or class 1 refers to a group of elderly that are 
home bound; and Class_low or class 2 refers to a group of 
elderly that are bed bound. 

 
5 Discussion 

 
When considering the efficiency of the hybrid sampling 

technique together with one versus group, it shows that the 
technique presented gives the highest correctness value when 
classifying the data by ensemble learning (RF).  For example, 
the HySM_BT50% method achieves the maximum average 
accuracy using four different learning methods (DL, SK, RF, 

 
 
Table 4:  Performance of classification accuracy (%) using hybrid data level approaches based on four different learning methods 

Method No. of Instances DL SK RF GBT Average 

Original dataset 1194 71.51 72.91 75.14 72.35 72.98 

SMOTE_OVA 1830 85.06 84.52 84.88 85.79 85.06 

Bootstrap 165 83.33 83.33 81.25 77.08 81.25 

HySM_BT40%* 732 85.39 88.13 87.67 84.47 86.42 

HySM_BT50%* 915 87.18 87.55 90.11 87.18 88.01 

HySM_BT60%* 1098 85.15 84.24 88.48 83.94 85.45 
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Table 5:  Comparison of sensitivity using hybrid data level approaches based on four different learning methods 
Method DL SK RF GBT 

Original dataset 0.7151 0.7291 0.7514 0.7235 

SMOTE_OVA 0.8506 0.8452 0.8488 0.8579 

Bootstrap 0.8333 0.8333 0.8125 0.7708 

HySM_BT40%* 0.8539 0.8813 0.8767 0.8447 

HySM_BT50%* 0.8718 0.8755 0.9011 0.8718 

HySM_BT60%* 0.8515 0.8424 0.8848 0.8394 

 
 

Table 6:  Comparison of specificity using hybrid data level approaches based on four different learning methods  

Method DL SK RF GBT 

Original dataset 0.8339 0.8433 0.8581 0.8395 

SMOTE_OVA 0.9193 0.9161 0.9182 0.9235 

Bootstrap 0.9091 0.9091 0.8966 0.8706 

HySM_BT40%* 0.9212 0.9369 0.9343 0.9158 

HySM_BT50%* 0.9315 0.9336 0.9480 0.9315 

HySM_BT60%* 0.9198 0.9145 0.9389 0.9127 

 
 

Table 7:  Comparison of G-means using hybrid data level approaches based on four different learning methods 

Method DL SK RF GBT 

Original dataset 0.7722 0.7841 0.8030 0.7796 

SMOTE_OVA 0.8843 0.8799 0.8828 0.8901 

Bootstrap 0.8704 0.8704 0.8538 0.8192 

HySM_BT40%* 0.8869 0.9087 0.9051 0.8796 

HySM_BT50%* 0.9012 0.9041 0.9242 0.9012 

HySM_BT60%* 0.8850 0.8777 0.9115 0.8753 

 
 

GBT).  The instances obtained from combination sampling have 
the middle value in the data of a majority class and a minority 
class.  

The output of this research shows that the hybrid data-level 
approaches with ensemble learning method (RF and SK) can 
help improve the efficiency of the model.  Also, the accuracy 
rate is increased in a balanced sample of an elderly health 
condition dataset.  The hybrid data level methods with ensemble 
learning provides the diversity of models which might reduce 
the bias of learners and decrease the skewed distribution for the 
imbalanced dataset classification.  

In summary, all results clearly indicate that the hybrid data-
level approaches based on OVA with different learning are 
applied to increase the efficiency of the data classification and 
to manage the imbalance of the elderly health condition data.  

Moreover, this technique still shows that it is an appropriate 
approach for the dataset with low imbalance ratio for multi-
class.  

The research also considers the procedural similarity hybrid 
data-level sampling techniques.  From the previous studies [21] 
presents the combination SMOTE and OSS technique on EDM. 
SVM algorithm is used to predict the model and to improve 
accuracy of classification.  The hybrid data-level solutions can 
help reduce the skew of each class and provide good 
effectiveness of classification in EDM.  The differences from 
the previous studies are as follows; firstly, applying the hybrid 
data level approaches between SMOTE and bootstrap technique 
for elderly health condition dataset.  In this process, there are 
resampling of instances approximately 40%- 60% of majority 
class to balance each class and to reduce the skew in the class 
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Figure 3:  The distribution of instances per class using hybrid data level approach 

 
 

distribution.  Then, the data was applied to create the model for 
data classification.  Secondly, in the process before evaluation 
of the classification model, the OVA strategy is applied to split 
the multi-class into binary classes.  The validation splits up the 
example dataset into a training set (70%) and a test set (30%).  
Finally, four learning algorithms; deep learning, stacking 
algorithm, random forest, and gradient boosting tree are used in 
the evaluation process of the model classifier.    

 
6 Conclusions 

 
This study presents the hybrid method which the SMOTE and 

bootstrap sampling based on OVA technique with four different 
classifiers for the imbalanced multi-class management.  The 
hybrid data-level approaches include HySM_BT40%, 
HySM_BT50%, and HySM_BT60%.  The elderly’s health 
condition data used in this research was obtained from Meaka 
Health Promotion Hospital in Thailand.  It revealed that the 
efficiency of model classification has more accuracy.  The 
HySM_BT50% method achieved the highest correctness when 
RF algorithm is used to classify the data.  The best effective rate 
of classification with an accuracy of 90.11% (Sensitivity = 
0.9011, Specificity = 0.9480, and G-means = 0.9242).  The 
research results indicate that the combining sampling technique 
based on OVA strategy with DL, SK, RF, and GBT classifiers 
provides better classification accuracy rates than the single 
sampling approach because combination SMOTE and bootstrap 
sampling in the class imbalance is reduced.  The advantage of 
the technique presented is to make the gained sample have the 
middle value between the data in the majority cluster and the 
data in the minority cluster, and helps increase the efficiency of 
the prediction model.  This approach receives a prototype model 
for imbalanced multiclass handling.  Additionally, the balance 
model is taken to create a prediction model to analyze the 
elderly health condition and a plan to promote elderly health 
care.  Furthermore, the proposed approach might be a good 
choice for the dataset that has a large number of instances with 

low imbalance ratio.  In the future, the feature selection method 
is applied in classifying the imbalanced data in order to select 
the feature having the importance and relating to each other.  
Moreover, the presented method might be applied to the other 
real-world problems. 
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Abstract 
 
During the artificial intelligence (AI) era, AI has evolved into 

a multidisciplinary industry in all domains.  (NLP) Natural 
language processing, represents one of the most fascinating AI 
tasks.  It can perform a number of tasks including question 
answering (QA), machine translation, entity linking, text 
generation, topic modelling, text summarization, and text to 
speech (TTS).  The QA task is the focus of this research.  It 
highlights the Open-Domain Question-Answering ODQA task 
explained using the field of Islamic religion.  In this research, 
the QA task presents a model for developing an IslamBot QA 
system.  IslamBot is a question-and-answer chatbot that is free-
formed which can answer Islamic-related questions.  The 
models of deep learning-based retrieval-reader were used to 
create the ODQA model.  This paper uses a model that is based 
on data derived from the English Islamic Articles Database 
(EIAD).  The EIAD dataset is a labelled ODQA dataset that was 
crowdsourced.  The EIAD dataset contains approximately 10k 
articles, 7.5k of which were crowdsourced, and approximately 
10k question-answer pairs.  Every article contains at least one 
question-and-answer pair.  This paper develops an end-to-end 
ODQA model that uses the EIAD dataset to create a benchmark 
and an entirely novel baseline model.  It also sets a new standard 
with the most recent Dense Passage Retriever models, which 
achieve 78% R@100.  The ODQA model also generated novel 
results.  It received a 71.5% EM and a 75.8% F1 score.  
Furthermore, due to the length of the answer, the use of the long-
form open-domain type is a hard issue:  justification answer.  
Besides, the input of the model is only the question without 
context. 

Key Words: Open-domain question answering; natural 
language processing; information retrieval; reading 
comprehension; retriever-reader. 

 
1 1 Introduction 

 
It has become indispensable to mimic human behavior during 

the past few decades.  Computer Vision (CV) and Natural  
____________________ 
*Computer Science Department, Faculty of Computer and 
Information Sciences.  Email:  
moataz.mohammed@cis.asu.edu.eg. 

Answering (QA), Text Generation, Part of Speech (POS), 
Language Processing (NLP) are two subfields of Artificial 
Intelligence (AI) that mimic humans’ vision and language.  
NLP is the subject of this study.  A wide range of human 
language tasks can be performed using NLP.  It is capable of 
performing many human language tasks such as:  Text 
Summarization, Question Machine Translation, Named Entity 
Recognition (NER), and Text-to-Speech (TTS).  The QA task 
is the focus of this research.  It entails one person asking a 
question and another responding to it.  It is possible to achieve 
this in the machine world by instructing the computer to mimic 
the responsible person for giving the answer [1].  The QA task 
can be done using NLP applications such as chatbots, which 
allow you to ask a question and receive an instant response 
from the developed chatbot. Chatbots can be created in a 
variety of fields, including economics, advertising, tourism, 
politics, ticket booking, social media, learning, call centers, 
industry, and religion.  This study’s use case is QA in the 
religious field.  When looking for the possibility of using 
chatbots in Islamic websites, it was noticed that these websites 
are either knowledge-based or human-based.  Human-based 
chatbots like Islam-Religion and Islam-Portal, are accessible 
twenty-four hours a day, seven days a week to answer any 
question.  And as for the knowledge-based chatbots, it relies 
upon concepts such as knowledge graphs and decision trees, 
which can be found on websites such as Allah’s Word, Islam 
House, Ask-A-Muslim, and Guide To Islam.  Knowledge-
based chatbots rely on a list of generic questions to select from 
until it finds the closest question to answer, but free-form 
chatbots are not available for these religious websites.  
Traditional QA systems are either closed-domain QA (CDQA) 
or reading comprehension (RC).  In order to extract the answer 
from the RC systems, the user must provide the question and 
some context.  However, progress proceeds in profound 
learning and the use of attention and processors.  Systems for 
open-domain quality assurance (ODQA) has emerged.  We 
can train a deep learning model on a large number of 
documents using open-domain QA systems.  The model can 
then be completed by simply typing the question as input into 
the model without any context.  This study makes a 
contribution by fine-tuning a long-form or free-form open-
domain QA (ODQA) model on an Islamic religion dataset.  
The recent ODQA systems are either retriever-generator-
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based or retriever-reader.  
Furthermore, the data sets used by these systems can range 

from crowd-sourced datasets like Squad2 to datasets obtained 
from websites structured in a question-answer format, like the 
ELI5 dataset extracted from the Reddit website.  LFODQA is 
a new QA sub-task, yet Hurdles [8] ranks among the most 
recent works of this kind of NLP task.  With the ELI5 data set, 
it employs the retriever-generator model.  Cluster Former 
Model [15] achieves cutting-edge performance in open 
domain question answering (ODQA) using a perfect match 
(EM) score of 68% and the Search QA dataset.  With an EM 
score of 38.6%, the model of BERTserini [16] is an end-to-end 
open-domain QA model. Open-domain QA for COVID-19 
[10] is a retriever-reader-based model with an EM score of 
39.16% that uses Squad2 and COVID-QA datasets.  We 
accomplished the following during this study: 

 
1. A new benchmark in the open-domain question 

answering task using EIAD dataset. 
2. A new end-to-end open-domain question answering 

model. 
3. Cutting-edge results obtained while fine-tuning some of 

the most recent ODQA models and DPR models on the 
EIAD dataset. 

 
Section 2 discusses related works on open-domain question 

answering as well as some research on QA datasets related to 
the Islamic domain.  The end-to-end ODQA system 
architecture and the dataset used are then thoroughly discussed 
in Section 3.  In Section 4 we demonstrate the results of our 
ODQA model experiments.  The results are compared to the 
most recent state-of-the-art ODQA models.  During the 
discussion Section 5, there are highlights for the results and 
models used followed by a case study in Section 6.  Finally, 
during the conclusion in Section 7, a quick summary of this 
work is obtained. 

 
2 Related Work 

 
Before getting into our contributions to this study, we 

present major innovations in question answering tasks.  This 
section discusses cutting-edge Open-Domain Question-
Answering research.  We concentrate on transformer-based 
research, such as[9, 13, 15], because they have made 
significant advances in Deep Learning in the last decade. 

 
2.1 Learning Dense Representations of Phrases at Scale 

 
The problem of answering open-domain questions can be 

reframed as a phrase retrieval issue.  For the first time, we 
assert that we can learn dense representations of phrases on our 
own and reach much improved results in open domain QA.  
We present an efficient method [9] for learning phrase 
representations from reading comprehension tasks under 
supervision.  We also recommend a query-side fine-tuning 
strategy to aid transfer learning and reduce the gap between 
inference and training. 

2.2 End-to-End Training of Neural Retrievers for Open-
Domain Question Answering 

 
Unsupervised pre-training with the Inverse Cloze Task and 

masked salient spans are followed by supervised fine-tuning 
using question-context pairs.  This approach [13] leads to 
absolute gains of 2+ points over the previous best result in the 
top-20 retrieval accuracy on Natural Questions and TriviaQA 
datasets.  We next explore two approaches for end-to-end 
training of the reader and retriever components in OpenQA 
models. 

 
2.3 Cluster-Former:  Clustering-based Sparse 

Transformer for Question Answering 
 
Cluster-Former is a new sparse Transformer based on 

clustering that performs attention throughout chunked 
sequences.  The proposed framework [15] is based on two 
distinct Transformer layers:  the Cluster-Former Layer and the 
Sliding-Window one.  This new design enables information 
integration beyond local windows, which is particularly useful 
for question answering (QA) tasks that depend on long-range 
dependencies. 

 
3 Proposed System Architecture 

 
The architecture of the proposed Open Domain Question 

Answering (ODQA) system is depicted in Figure 1. This 
system design is a retriever-reader paradigm that focuses on 
obtaining related articles and extracting the query response 
from these top-ranked articles. The EIAD dataset [11] was 
used to create this study. It is a collection of English Islamic 
articles. Crowdworkers used the Haystack annotation tool [4] 
to annotate this dataset. Each module of this design will be 
discussed in the parts that follow. 

 
3.1 Database 

 
Before moving on to the system’s main components, we 

must first discuss the dataset that was used.  The Content Table 
and the Indexing Table are the two main tables in the database.  
The Indexing Table tracks and stores the content embeddings.  
The Content Table displays the data from the used dataset.  A 
Collection of English Islamic Articles During this work EIAD 
is the target dataset.  This data set was gathered from three of 
the most reputable and secure Islamic websites on Internet, 
including IslamQA [5], Islam Religion [6], and New Muslims 
[12].  SQUAD is the format of the EIAD dataset.  The dataset 
[11] appears to contain 10,000 articles divided into 15 Islamic 
categories.  Each article has its own metadata, which includes 
the article title, description, rating, number of views, and date. 

These articles were indexed using the FAISS index model 
[3] and stored in a SQL database.  The overall number of 
articles in the dataset is shown in Table 1.  Furthermore, the 
Haystack annotation tool has annotated approximately 7.5K 
articles.  These annotated articles were used in question-
answer pairs of generation 10k.  The EIAD dataset contains 
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answers to all of the questions.  There is at least one answer to 
each question.  Figure 2 shows that the length of these 
responses ranges from 50 to 1400 characters.  

Figure 3 depicts the dataset’s distribution.  The EIAD 
dataset is divided into three subsets based on the most common 
distribution: training 80% with 6k annotated articles, then 
development 10% with 750 annotated articles, and testing 10% 
with another 750 annotated articles.  

 
3.2 Retriever 

 
Because the ODQA system is only concerned with the 

question, we must find the most relevant articles for this 
question in order to get the answer from such retrieved articles.  
A retrieving process is the process of finding the most relevant 
articles.  The retriever element in Figure 1 is the ODQA 
system's main module.   Dense Passage Retriever DPR-based 
[7] is the retriever here. It is equipped with a pair of encoders 

transformer-based [14] that serves as encoder models Earticles 
and Equation.  It also includes the FAISS model [3] for 
searching and the indexing tasks. 

 
3.2.1 Encoder Earticles.  In the dense passage retriever DPR 

models, Article Encoder Earticles is the first model and 
component.  This model functions as an encoder, taking in a text 
and producing a low-dimensional numerical representation 
vector for that text.  Because this retriever model is a DPR 
model, the dataset that must be trainable on this DPR model 
must be in DPR format, which differs from the default SQUAD 
format.  As a result, the EIAD dataset has a DPR-format 
replicated version.  As a result, Earticles is encoding all of the 
articles in the database.  These encodings are then saved to be 
used later.  They are used to select the query’s most comparable 
K articles in the database with similar embeddings.  We have 
more than one training trial for this model, which will be 
discussed further below. 

 
 

 
Figure 1:  Open-domain question answering system architecture 

 
 

 Table 1:  Dataset size 
 

 

Articles Annotated Articles Question-Answer pairs 
10k 7.5k 10k 
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Figure 2:  Articles count vs the range of answers length in characters 

 
 

 
Figure 3:  Dataset subset percentage 

 
 

3.2.2 Encoder Eq.  The articles encoder has the same concept.  
The question encoder model is an Eq model that encodes the 
asked question by taking the asked question as input text and 
applying the encoding process to it.  As a result, it generates a 
low-dimensional vector for this question.  This vector has a 
variable length and a maximum length of 50.  The embedding of 
this question, along with the encodings of all articles, will be 
passed into the FAISS model later to extract the most similar 
articles.  It is important to note that the previous models (Earticles 
and Eq) are inter-correlated, which means that both had to be 
trained at the same time. 

3.2.3 FAISS Model.  Facebook created the FAISS model [3], 
which is a library.  It is used to carry out an efficient search.  The 
indexing procedure is what allows it to perform well in similarity 
searching.  The indexing in the FAISS model is based on dense 
vector clustering.  The FAISS model includes GPU and CPU 
support.  In the following sections, we will go over the searching 
and indexing processes in more detail. 

The FAISS flat index factory type was used to index the EIAD 
article dataset.  The EIAD article dataset embeddings are stored 
with their text, like (article1, encodingarticle1), as a data structure 
of pairs, where article1 refers to the context of the first article 
and encodingarticle1 refers to the content of the first article’s 
encoding.  So, the retriever takes the user’s question and the 

encoder Eq encodes it in a dense vector at runtime.  In addition, 
the retriever pulls all encodings from all the articles.  The 
following formula is used to find the top maximum results by 
taking the dot product of the question vector encodingq and the 
vectors’ articles encodingarticles.  The indexes of the vector 
articles encodingarticles that produced the most extreme results 
can then be used to obtain the top relevant articles.  These 
indices are used to extract some other parts of pairs that include 
the article context. 

 
3.3 Reader (Reading Comprehension) 

 
The reader model's task is to extract the question’s answer 

from the top-retrieved articles k.  This was accomplished by 
learning how to extract the beginning and ending indexes of the 
answers from the original ones.  Our reader is based on the 
Framework for Adapting Representation Models (FARM) 
reader.  It is simple, quick, and easy to use.  These readers are 
transformer-based, particularly the BERT [2] families.  The 
FARM reader includes a prediction head and a built-in language 
model.  In general, the reader is either an abstractive or an 
extractive reader.  We use the extractive reader in our work 
because that domain is much more sensitive, requiring that the 
answer be extracted as it is. 
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N: Dataset size 

M: Embedding length 

K: The number of articles to retrieve 

 
 

4 Experimental Results 
 

The dense passage retriever is the focus of this work when 
building the ODQA system.  The answer was extracted from 
the retrieved article using the reader concept.  The different 
trials of this system's components will be discussed during this 
section.  

During these trials, more than one model is fine-tuned. 
Detailed information about each model and its results can be 
found in the following tables.  Tables 2 and 3 show the results 
of the reader and retriever modules, respectively.  Our own 
EIAD dataset was used for these experiments.  

The DPR model was used to begin the training, and base-bert-
uncased was used to encode the question and the article.  
However, the result was disappointing, reporting 33% 
recall@100.  The recall@100 improved to hit 67% in the 
second trial while using Facebook’s context encoder and 
question encoder models.  All-MiniLM-L6-V2 is a sentence 
transformer-based boosted the recall@100 to 78% which 
exceeded all of the prior trials.  The final attempt had the 
greatest outcome.  The configurations of these several trials are 

shown in Table 2, including the number of parameters in each 
model as well as hyperparameters such as learning rate (LR), 
batch size, number of epochs, and embedding dimension.  Table 
2 also displays the earlier outcome of these improved models.  
Table 3 illustrates the various experiments for the reader model.  
With the exception of the metrics results and model dimensions, 
it displays the same entries from the retriever model’s table.  
The reader models are known as QA models that respond to 
questions.  So, we employed the F1 and exact match EM scores 
as measures to evaluate the QA models.  Two models—
distilled-bert-base-uncased-distilled-squad and Roberta-base-
squad2—were used for the majority of the trials.  Based on the 
change in batch size and the number of epochs, the first model 
obtained two distinct scores for the F1 score and EM score.  
Using 10 batch sizes and 8 epochs, it reached 65.57% F1 score 
and 59.33% EM.  With 16 epochs, it attained 75.8% F1 score 
and 71.5% EM.  The second variation, Roberta-base-squad2, 
scored (67.7%, 67.4%) for F 1 scores and (60.5%, 61.4%) for 
EM.  The distilled-bert-base-uncased-distilled-squad achieved 
the greatest results after all of these tests, with a 75.8% F1 score 
and 71.5% EM. 

 
 
Table 2:  DPR model trials 
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question context R@100     question context 

bert-base-uncased bert-base-uncased 33% 16 16 3e-05 768 110M 110M 

facebook/dpr-question-

encoder-single-nq-base 

facebook/dpr-ctx-encoder-

single-nq-base 

67% 8 16 3e-05 768 110M 220M 

sentence-transformers/all-

MiniLM-L6-v2 

sentence-transformers/all-

MiniLM-L6-v2 
78% 10 16 3e-05 384 23M 23M 
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 Table 3:  Reader models trials 

 
 
Once we reached the best outcomes for the ODQA 

components on EIAD dataset, we can perform comparison 
with some of recent works in ODQA task.  Comparison 
between our best DPR results and one of the best models in 
this task and the inventor of the DPR concept [7] is shown in 
Table 4.  This comparison is constructed by fine-tuning the 
original DPR model on our EIAD dataset.  Table 4 shows that 
our best DPR component trial beats the original DPR model 
by increasing the retrieval accuracy on the Top-100 and Top-
1 by 11%.  Furthermore, we contrasted one of the most current 
ODQA works with our Reader model (ODQA model) [16] 
which was fine-tuned on EIAD dataset.  The EM and F1 score 
of this model are distinguished with those of our model in 
Table 5.  Table 5 shows that our model performs better than 
[16] by 43% EM and F1 score. 

 
5 Discussion 

 
We have discussed an end-to-end open domain question 

answering ODQA task during this research.  In addition, by  
 

providing the asked question without context, we demonstrate 
how ODQA provides a more exciting task than traditional QA.  
We focused on how to make an effective end-to-end ODQA 
system in this study, as efficiency is achieved by optimizing 
storage resources and GPUs used.  The storage resources were 
optimized through one of the following ways:  1.  To avoid 
zero values, use the Dense Passage Retriever DPR models 
rather than the sparse retrieval models.  2.  Despite the fact that 
the DPR makes use of used storage, it still employs two 
models.  As a result, we sought models that were as light as 
possible while maintaining accuracy.  During the DPR, these 
models were used to compensate the model’s weights of the 
complex ones while preserving storage optimization.  The 
same was true for the reader model, which attempted to select 
a small model with excellent accuracy. GPU optimization was 
performed using the maximum number of batch sizes allowed 
for the model during fine-tuning.  The maximum number of 
batch sizes varied from model type to model type based on 
model size.  In spite of all this, there are some limitations with 
this architecture.  The dimension of the retriever input 
 

 
Table 4:  Comparison table based on Top-1 & Top-100 retrieval accuracy of models fine-tuned on EIAD dataset 

 
Table 5:  Comparison table based on EM & F1 scores for reader models fine-tuned on EIAD dataset 

Model EM F1 

End-to-End Open-Domain Question Answering with BERTserini [4] 28.23 41.36 

all-MiniLM-L6-V2-distilbert-base-uncased-distilled-squad (ours) 71.5 75.8 
 

Model Results 
Batch 

Size 
Epochs 

Learning 

Rate 

Number 

Parameters 

Name 
Exact match 

(EM) 
F1  

distilbert-base-uncased-

distilled-squad 
59.33% 65.57% 10 8 1e-05 66M 

roberta-base-squad2 60.5% 67.7% 10 8 1e-05 125M 

roberta-base-squad2 61.4% 67.4% 32 16 1e-05 125M 

distilbert-base-uncased-

distilled-squad 
71.5% 75.8% 10 16 1e-05 66M 

Model Top-1 Top-100 

Dense Passage Retrieval for Open-Domain Question Answering [14] 13.5 67.5 

all-MiniLM-L6-V2-distilbert-base-uncased-distilled-squad (ours) 24.4 78.8 
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(question) vectors and context vectors were limited to 384 
which achieved the best result.  Also, the dataset must be 
annotated to train the model.  Additionally, due to the small size 
of the dataset, there was an accuracy limit.  The EIAD dataset 
contained approximately 10,000 annotated question-answer 
pairs.  If the number of annotated question-answer pairs 
increased, the model’s accuracy might get improved as more 
features were learned. 

 
6 Case Study 

 
This case study focuses on obtaining an answer to a 

religiously stated question on the Top-500 retrieved articles.  As 
a result, it presupposes that the dataset has already been stored 
and collected in the database, implying that the database module 
portion of this case study is omitted.  Furthermore, the case 
study focuses on exploring the process of input – output IO 
throughout runtime, as seen in Figure 4, which is represented by 
blue arrows.  As a result, it illustrates the question answering 
system that is in charge of receiving input (query) and producing 
output (answer).  In the example study, the Retriever-Reader 
architecture relies solely on the query as an input.  The case 
study’s question q is "Why there are heaven and hell?" 
because the EIAD dataset is an Islamic religion one. Encoderq, 
a fine-tuned Dense Passage Retriever DPR model, is used to 
encode this query.  Then, as seen in Figure 5, Encoderq outputs 
the embedding vector of q as Equestion.  The DPR then retrieves 
all documents (D1,D2,D3,......,Dn) in the database along with 
their associated embeddings (ED1, ED2, ED3,......,EDn). The 
embedded query Equestion is compared to each of the database-
retrieved document embeddings.  This comparison is carried out 
by computing the mathematical dot product and then taking the 
top k outcomes of these computations and producing their 
comparable relevant articles.  At this point, we have the top k 
relevant articles from the database to the query.  A copy of the 
question along with the top k relevant papers is fed into the 
reader model, which works on deriving the starting s and ending 
e locations of the response from the relevant articles.  Lastly, it 
displays the first of the responses from these papers based on the 
starting and ending places. 

The inputs as well as the outputs of such fine-tuned models are 
depicted in further detail in the following image.  The Dense 
Passage Retriever DPR receives the query as an input, as shown 
in Figure 5.  The DPR then encodes this question and attempts to 
find the most related articles for this question encoding.  The dot-
product of the encodings of all database articles and the question 
encoding is used to retrieve the most relevant articles.  In this 
case study, the k value is 500.  This retriever returns the top 500 
articles linked to the question.  This model obtains a Recall@500 
of 87.8%. 

As seen in Figure 6, our reader model takes the most similar 
articles as input together with a replica from the query.  The 
reader selects the top 500 articles and outputs the response of the 
query. 

This procedure involves retrieving the beginning and ending 

positions of the response from each article.  Then, in the last 
column of Figure 6, it displays the responses ordered by the most 
relevant one concerning the score.  This model has an F1 score 
of 75.8%. 

 
7 Conclusion 

 
Throughout this research, we explained the QA task in NLP 

and focused on the ODQA models, which were the intended 
task.  In addition, recent studies related to this NLP task have 
been displayed.  Following that, we demonstrated our ODQA 
system architecture, which included our EIAD dataset.  This 
system architecture was based on a retriever-reader model, with 
two main models: reader and retriever.  Each of these models 
had more than one trial.  All of these trials were fine-tuned using 
the EIAD dataset.  The most difficult challenge during this 
project was managing its resources.  All trials were run on either 
a single RTX 2080ti GPU with 12GB VRAM or a single GTX 
1080ti GPU with 12GB VRAM.  Because DPR models contain 
two models internally as it is heavy, the RTX 2080ti was used 
to train them.  The GTX 1080ti was used in conjunction with 
lighter models i.e., reader models.  Another difficulty was the 
large size of the dataset.  Our dataset (EIAD dataset) was 10k 
question-answer pairs in size, compared to the SQUAD dataset, 
which was 100k, and SUQAD2, which was 130k.  Although we 
achieved new results for these models, the DPR model 
outperformed the reference model [7], which reached 78.8% 
top-100 accuracy with all MiniLM-L6-V2 and 78% recall@100 
score while the reference model [7] reported 67.5% top-100 
accuracy and 67% recall@100.  Similarly, the reader model 
achieved 75.8% F1 score and 71.5% EM by using distilbert 
base-uncased-distilled-squad, which is the best outcome 
compared to [16], which reported 41.36% F1 score and 28.23% 
EM.  As a result, we created a new baseline for the EIAD dataset 
called the all-MiniLM-L6-V2-base-uncased-distilled-squad-
EIAD. 
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Figure 5:  Dense passage retriever top 500 documents 
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Abstract 
 
Diabetes is a chronic disease that is a very common health 

problem around the world.  Without proper care and treatment 
of diabetes, it could become a life-threatening disease.  
Currently, innovations in health information systems facilitate 
the patients and healthcare providers in the care and treatment 
processes.  Diabetes management process is well-illustrated by 
the National Institute for Health and Care Excellence (NICE) 
diabetes guidelines.  In this paper, we aim to propose a diabetes 
management information system (DMIS) based on NICE 
guidelines.  The proposed DMIS is built on a design model 
through the Unified Modelling Language (UML).  We validate 
the proposed DMIS and its UML models with respect to NICE 
recommendations by means of traceability techniques.  The 
validation and verification were carried out involving software 
and health experts.  The results show that our proposed DMIS 
model is comprehensive and incorporates all the NICE 
recommendations.  

Key Words:  Diabetes management information system, 
NICE guidelines, UML design, traceability techniques  
 

1 Introduction 
 

Diabetes Mellitus is one of the major chronic diseases in the 
world.  It is a metabolic disorder that makes the body unable to 
produce insulin or incapable to efficiently use the produced 
insulin [19].  Due to the insulin deficiency, excessive amounts 
of blood glucose will be in the bloodstream.  This may result in 
many health complications.  Diabetes has two major types 
which are diabetes type 1 and type 2. In diabetes type 1, the body 
does not produce insulin, or produce insufficient amounts that 
do not serve the body’s needs.  The conventional treatment of 
diabetes type 1 requires insulin injections several times a day.  
On the other hand, in diabetes type 2, the body produces insulin 
but in an insufficient amount.  

The initial stages of this type do not require insulin injections.  
Patients can successfully manage their condition by making 
careful adjustments to their lifestyles. If diabetes was not 
managed properly, it could lead to dangerous complications that 
can threat the patient’s life.  Hence, to avoid them and to live a 
____________________ 
* Department of Information Science.  Emails:  
kalimuddinqureshi@gmail.com, fatimaash135@gmail.com, 
pauldmanuel@gmail.com. 

healthy life, a proper management of the disease is required.  
Managing diabetes can be a tedious task due to the continuous 
attention it requires in monitoring the patients’ conditions and 
following up with their medication.  Various healthcare models 
to manage diabetes have been developed to overcome 
challenges associated with the management of diabetes [11, 18]. 

This paper proposes a Unified Modelling Language (UML) 
framework of a diabetes management information system 
(DMIS).  The DMIS incorporates an intelligent decision support 
system that follows diabetes medical guidelines developed by 
the National Institute for Health and Care Excellence (NICE).  
After designing the model DMIS using UML, we carry out the 
validation and verification by the means of the traceability 
techniques from NICE recommendation to the system models of 
DMIS. 

 
2 Literature Review 

 
Information and Communication Technologies (ICT) play a 

key role in addressing health challenges [2].  A variety of e-
health systems have been developed to provide a wide-range of 
healthcare services and share medical knowledge from different 
platforms by the utilization of ICT [7].  Examples of e-health 
applications include electronic health records, telemedicine, 
multimedia-based medical images, AI-based decision making 
and virtual reality based medical analysis that could be used by 
researchers, patients, healthcare providers, and health 
organizations [4].  Health stakeholders require information 
systems in order to store and process valuable medical data.  In 
particular, patient require these information systems in order to 
monitor their health without the assistance of physicians [1]. 

Diabetes e-health systems and tools provide integrated 
platforms to serve the needs of the patients and healthcare 
providers [15].  Many health monitoring devices, sensors and 
mobile tools have been developed in the past decades and they 
have proven to enhance the quality of services provided to 
people who have long term or chronic conditions such as 
diabetes [10].  

Management of diabetes requires tracking various aspects 
related to patients’ conditions, including medication, physical 
activity, dietary intake and body reading.  This would result in 
generating large amounts of data, and the new health related 
information technologies have provided user-friendly platforms 
for patients to manage their health conditions [17].  With the use 
of information technology and health information systems, it 
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became possible to provide prevention, diagnosis, treatment, 
and follow-up measures to patients in different settings [16].  
Therefore, health authorities set high expectations in health 
informatics impacts on diabetes management [5]. 

Nowadays, a wide range of diabetes management systems 
have been developed to ease the lives of diabetic patients [5].  
Reviewing these systems reveal that existing systems vary in 
different aspects such as the target population, restricted 
features, the medical instruments, and information system 
processes.  In Table 1, we list some of the diabetes available 
solutions and discuss their main contributions.  From the above 
literature survey, we have observed that different information 

systems have supported different features which are considered 
of central importance in the process of maintaining the disease 
effectively.  These information systems have aimed to ease the 
life of diabetic patients by providing a platform that stores and 
operates diabetes related information.  Some of these systems 
are moderately comprehensive as they have integrated a wide 
range of parameters and functionalities that help in achieving 
better control of diabetes and in coordinating the 
communication and data exchange between patients and 
healthcare providers.  In Table 2, we provide a comparison 
between the features incorporated in the existing diabetes 
information systems.  We list 15 features in Table 2. 

 
Table 1:  Literature description and key contributions  

Reference  Description Key Contributions 
[9] Lelis & 
Motta [2018] 

The paper presents a glucose management information 
system that supports patients in the management activities. 
The system uses a prediction rule-based method for 
glucose measurement based on glucose levels that have 
been collected previously.  

 Monitor Glucose. 
 Predict blood glucose levels.   
 Collect food intake data.  
 Collect data about insulin dosages. 

[6] Gia et al. 
[2017] 

The paper proposes a real-time continuous glucose 
monitoring system based on internet of things (IoT). 
Through the system healthcare providers and caregivers 
can easily monitor patients via web-browser or mobile 
application. 

 Real time transmission of glucose and body 
temperature data.   

 It uses NFR communication protocol to 
achieve energy efficiency. 

[8] Kart et al. 
[2017] 

The paper describes a clinical decision support and 
monitoring system for diabetes using evidence-based 
guidelines.  

 Diagnose, and manage the treatment of 
diabetes based on medical guidelines.   

 Monitor patient’s glucose levels and other 
inputs.  

 Generate reminders and motivational 
messages.  

 Alert healthcare providers in critical 
situations.  

[2] Adeyemo 
et al. [2016] 

The paper discusses the development of an online support 
system for diabetes management which allows diabetic 
patients to provide detailed information about their health 
condition. 

 Monitor different aspects of diabetes such as 
blood glucose, blood pressure, exercise, and 
food intakes. 

 Medical reminders. 
 Appointment booking. 
 Real-time chat platform for healthcare 

providers and patients.   
[17] Supriya 
& Rekha 
[2015] 

Android based diabetes monitoring application 
(MediMinder) to monitor blood glucose levels and assist 
patients and healthcare providers to monitor the diabetes 
conditions.   

 Sugar level monitoring. 
 Medicine reminders.  
 Decision support tool. 
 Alert healthcare providers in critical 

situations. 
 Generate medical reports.  

[3] Akter & 
Uddin [2015] 

The paper presents an Android application for diagnosis 
and treatment of diabetes and hypertension.   

 Monitor blood glucose and blood pressure.  
 Diagnose diabetes and hypertension.  
 Generate medical reports.  

[15] Sabbar 
& Al-
Rodhaan 
[2013] 

The paper discussed the implementation of a diabetes 
monitoring system on Android platform for managing and 
monitoring diabetic patients. The system monitors the 
daily data of diabetic patients in addition to arranging 
monthly visits to healthcare providers.  

 Bluetooth enabled technology.  
 Real-time data transmission of blood glucose 

levels. 
 Monitor HbA1c levels.  
 Remote communication with healthcare 

providers. 
 System supports Arabic language. 
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Table 2:  Features comparison of existing systems 

Feature 

[9] 
Lelis & 
Motta 
[2018] 

[6]  
Gia et al. 
[2017] 

[8] 
Kart  
et al. 
[2017] 

[2] 
Adeyemo 
et al. 
[2016] 

[17] 
Supriya 
& Rekha 
[2015] 

[3] 
Akter & 
Uddin 
[2015] 

[15]  
Sabbar & 
Al-Rodhaan 
[2013] 

Diabetes diagnosis   ✔   ✔  
Monitor blood glucose ✔ ✔ ✔ ✔ ✔ ✔ ✔ 
Laboratory data (HbA1c…)   ✔   ✔ ✔ 
Monitor blood pressure    ✔  ✔  
Monitor treatment (insulin, other 

medicines)  ✔    ✔  ✔ 

Send medicine reminders    ✔ ✔  ✔ 
Book appointments    ✔   ✔ 
Send appointment reminder    ✔   ✔ 
Communicate with healthcare 

providers    ✔   ✔ 

Decision support system 
(treatment, recommendation, 
monitoring plans) 

✔  ✔   ✔  

Track physical activity   ✔ ✔   ✔ 
Nutrition (Monitor food intakes, 

manage diet) ✔  ✔ ✔   ✔ 

Alert healthcare providers in 
critical situations  ✔   ✔   

Integrate with other hospital 
departments       ✔ 

Others (BMI, temperature, 
psychological state)  ✔ ✔   ✔  

Generate medical reports     ✔ ✔ ✔ 
 
 

3 Proposed SIBBIS System 
 

We propose a diabetes management information system 
(DMIS) based on NICE diabetes guidelines.  In 2015, the 
National Institute for Health and Care Excellence (NICE) 
produced well-defined guidelines that focus on Diabetes 
Mellitus [12, 13].  These guidelines are evidence-based and will 
help to develop a tailored individual therapy for each patient in 
achieving good control of diabetes.  NICE guidelines target 
three key stakeholders: 

 
1. Healthcare providers. 
2. Diabetic patients and their families. 
3. Hospitals and service institutions. 
 
After a thorough study of NICE diabetes guidelines, we have 

gained an understanding of the features that must be considered 
when providing care and treatment for diabetic patients.  NICE 
guidelines have provided detailed recommendations to 
successfully manage patients’ health conditions and allow them 
to lead a healthy life.  These recommendations cover the areas 
of care and treatment that must be managed to achieve a full 
control of patients’ conditions.  In Figure 1, we provide an 
abstract view of the proposed system.  Figure 1 illustrates how 

the proposed DMIS is built systematically.  Additionally, we 
want to add features extracted from NICE diabetes guidelines, 
and then check their traceability in the different system’s 
models.   

 
4 SIBBIS System Requirement 

 
The proposed system’s requirements have been extracted 

from NICE diabetes guidelines.  The requirements of the 
proposed DMIS are:  

 
- The system shall diagnose diabetes based on patient’s 

medical information.  
- The system shall provide education to patients about 

diabetes, self-management roles, and medical 
recommendations about lifestyle adjustments.  

- The system shall manage blood glucose levels by 
reminding patients to measure it, identifying target 
values, and detecting risk values.  

- The system shall manage patient’s diet by tailoring 
nutritional advices and counting calorie intakes.  

- The system shall manage patients’ physical activities by 
providing tailored activity advices.  

- The system shall manage patients’ treatment by assessing 
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patient’s medical date and recommending the appropriate 
treatment.  

- The system shall manage blood pressure levels by 
reminding patients to measure it, identifying target 
values, and detecting risk values.  

- The system shall manage the HbA1c levels, the test 
frequency and target level for each patient.  

- Health complications associated with diabetes are 
managed by providing assessment to patients’ symptoms 
and referring them to the appropriate hospital 
department.   

 
In addition to these requirements, we aim to incorporate the 

requirements and features of existing diabetes information 
systems that have been reflected in Table 2.  These requirements 
will be used by target DMIS stakeholders.  The system’s objects 

represent the stakeholders.  These objects perform different  
activities in the system to fulfil their roles.  Table 3 shows the 
system’s main objects and the set of activities that each object 
ought to perform 

To provide a high-level view of the system components, we 
have developed a context diagram of our proposed DMIS in 
Figure 2.  The figure reflects the entities that interact with the 
system, their inputs to the system, and the outputs they receive 
from the system.  The system will be used by multiple entities, 
each with a different set of roles.  We emphasized the intelligent 
aspect of the system in red lines. 

 
5 UML Design Models 

 
We apply UML to describe our proposed DMIS requirements.  

UML is a very popular general-purpose software engineering  
 

 
 
 

 
 

 

 
Figure 1:  Abstract View of the proposed SIBBIS system 

 
 

 

Table 3:  SIBBIS system objects and stakeholders 

OBJECT ACTIVITY 

Admin create user account, authenticate user, update profile, manage accounts 

Physician diagnosis, view profile, request tests, view results, messages, referrals, medical recommendation, 

prescribe medicine 

Lab Technician conduct test, update results 

Patient make appointment, communicate to physicians, follow-up care and treatment, view results, 

evaluate doctor 

Pharmacy check medicine availability, update medicine records 

Intelligent System alerts, reminders, intelligent decisions, comprehensive medical recommendation 

Dietician  view profile, update profile, determine diet plan and action plan 

Physical Trainer view profile, update profile, determine workout plan 
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Figure 2:  DIS context diagram 
 
 
modelling language [14].  By utilizing it, one can develop a 
system’s blueprint that assists in the following system’s 
development and implementation phases.  The features of UML 
will be used to guide software developers in specifying, 
visualizing, constructing, and documenting the artifacts of 
software systems.  To present the diabetes system in a 
comprehensive manner, we develop different UML models that 
have different levels of complexity. 

 
5.1 UML Class Diagram 

 
The class diagram shows the overall structure of the system.  

Figure 3 shows the DMIS class diagram.  In these diagrams, we 
can see that we have two base classes, “User” and 
“DiabetesCareAndTreatment”, from which the rest of the 
classes are inherited.  The first class identifies the system’s users 
such as patient, system admin, and different healthcare 
providers.  It shows the classes of these users interacting with 
the classes of the system and each of them has an account.  The 
second class, DiabetesCareAndTreatment, reflects all the 
aspects that different users of the system interact with each other 
to deliver or receive services of diabetes care and treatment.  
This diagram will assist programmers in specifying the classes 
they must include in the implementation phase.   

 

5.2 UML Use Case Diagram 
 

The use case diagram is used to visualize the primary actors and 
their activities of the system.  Through use case diagrams, we 
understand the functionalities of the system and the objects that 
initialized them.  In Figure 4, we draw a high-level illustrative 
use case diagram of the DMIS.  The diagram summarizes the 
relationships between the actors and the use cases.  This diagram 
is used to show the primary requirements of the system without 
giving deep details or the exact order in which these functional 
requirements are performed.   

The use case diagram in Figure 4 reflects the intelligent 
capabilities of the system.  The intelligent decision support 
system is responsible for generating reminders related to 
appointments, medication, and medical check-ups.  Moreover, 
the intelligent system will generate alarms at different levels in 
critical conditions.  Also, it can produce different diabetes 
related management advice. 

 
5.3Activity Diagram 

 
Activity diagrams provide aggregated behavior model of the 

system.  It shows the coordination of activities and how they 
flow when providing a service.  Figure 6 reflects the diabetes  
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diagnosis procedure and the users involved in this process.  
Several activities are conducted before reaching the final 
diagnosis.  The intelligent system assesses the patient’s health 
condition and suggests intelligent decisions to assist the 
physician.  The physician views the recommendations and 
writes the final decision. 
 

6 Traceability Checking 
 
In this section, we check the traceability of NICE guideline  

 

recommendations in the different levels of the system’s UML 
diagrams.  NICE guideline processes have been reflected in 
diagrams that deal with specific aspects of the system’s 
functionalities.  The UML diagrams would permit the system 
developers to integrate the system’s components.  In the system 
development phase, the different UML diagrams with different 
levels of complexity would be combined.  Therefore, 
establishing traceability between the different NICE 
recommendations in the UML diagrams is important. 

 

 

 
Figure 3:  DMIS class diagram 
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Figure 4:  DMIS use case diagram 
 
 

6.1 Traceability Checking Method 
 

To check traceability, we have developed a questionnaire in 
which target participants were asked to check the traceability of 
NICE guideline recommendations in the different levels of the 
system’s UML diagrams.  The guideline recommendations have 
been listed to be initially checked against the system’s use case 
diagram.  Each recommendation has been represented in a 
stand-alone use case.  Afterward, we continued checking the 
traceability of recommendations in corresponding activity 
diagrams and class diagram. 

Instrument:  A self-administrated questionnaire has been 
distributed to a few faculty members and IT graduate students.  
The first section of the questionnaire aimed to identify the 

respondents’ profile.  In the second section of the questionnaire, 
we have checked the traceability of NICE guideline diabetes 
recommendations in the UML diagrams. 

Subjects:  The questionnaire was administrated online using 
Google Forms.  Our main target was collecting the responses of 
individuals who have software development knowledge.  
Therefore, the questionnaire link has been sent to faculty 
members and graduate students who took the system 
development and analysis course. 

Questionnaire Design:  We have developed a 5-point Likert 
scale.  The scales were labelled as (1) VP= Very Poor; (2) P= 
Poor; (3) A= Acceptable; (4) G= Good; (5) VG= Very good.  
For the sake of efficiency, we have included the main system 
diagrams that reflect the integrated diabetes management  
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Figure 5:  Intelligent system use case diagram 

 
 

processes.  In the questionnaire, we have assessed 3 types of 
diagrams which are use case, activity, and design class 
diagrams.  At first, users evaluate the traceability of the 
extracted NICE recommendations in the systems’ use case 
diagram.  Then, the traceability would be checked for each use 
case and its corresponding activity diagram.  Finally, 
participants check the traceability of each activity diagram in the 
system’s design class diagram.   Respondents were requested to 
select one option per statement. From the responses, we would 
assess the quality of the UML design models for the extracted 
processes. 
 
6.2 Measured Results 

 
In this section we discuss the obtained results.  
 
Demographics:  Table 4, reflects the demographics of our 

participants.  A number of 20 individuals have participated in 
our questionnaire.  The age range of the participants was (20 and 
above 50).  Most of the participants were in the age groups (21-
30) and (31-40) years.  In terms of gender, most of our 
participants were females.  Moreover, participants were 
categorized based on their positions in the Information and 
Technology Department in Kuwait University into two groups, 
faculty member and graduate students. 

Reliability Test:  To validate data’s reliability, we have used 
Cronbach’s Alpha test in SPSS software.  Alpha’s value should 
be .7 or higher to be considered reliable.  Table 5, shows the 
reliability results for the questionnaire’s variables.  The Alpha 
results show that all the variables have good reliability results.  

Traceability between NICE Recommendations and their 
Corresponding Use Cases:  In Table 6, we show descriptive 
statistics for the traceability of system’s use cases and their 
source NICE diabetes recommendation.  Through the results we 
would understand respondents point of view regarding the 
effectiveness of the system’s use case diagram in reflecting the 
textual medical recommendation.  The results show that a higher 
number of responses were on the good and very good sides.  
From that it is understood that our respondents agree that the use 
cases succeeded in reflecting nice recommendations in a 
comprehensive method.  Thus, traceability between each use 
case and its source is established. 

 
In Figure 7, we can see a graphical representation of the 

traceability between each use case and its corresponding NICE 
recommendatiuon. 

 
Traceability between Use Cases and Their Corresponding 
Activity Diagrams:  In Table 7, we display statistics for the 
traceability of activity diagrams to their corresponding use  
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Figure 6:  Diabetes diagnosis activity diagram 
 

cases.  From the results we can see if traceability of NICE 
recommendations is captured between the system’s activity 
diagrams and use cases.  Results show that the majority of 
responses agree that traceability between activity diagrams and 
their corresonding use cases is estaablished in a good and very 
good mnner.  From this we understand that the activity diagrams 
were effective in reflecting NICE use cases. 
 

Traceability between Activity Diagrams and their 
Corresponding Class in the Class Diagram:  Table 8 shows 

the descriptive statistics of the traceability of design class 
diagram to the activity diagrams.  From results we understand 
that the classes, in the class diagram, have captured the activity 
diagrams in good ways.  Therefore, the components of the 
design class diagram can be traced back to more detailed 
diagrams. 

 
In Figure 9, the graphical representation shows how the 

traceability between an activity diagram and its corresponding 
class in the class diagram was established.  
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Table 4:  Demographics 
Variable Frequencies Percentage 

Gender Male 7 35% 

Female 13 65% 

Age Group 20-30 6 30% 

31-40 8 40% 

41-50 3 15% 

Above 50 3 15% 

College Position Faculty member 3 15% 

Graduate student 17 85% 

 
 

Table 5:  Reliability test 
Variable Alpha No. of Items 

Use Case Diagram .909 9 

Activity Diagrams  .976 8 

Design Class Diagram   .938 9 

 
Table 6:  Traceability between NICE recommendations and use case diagram 

Use case traceability to NICE recommendation U VP P A G VG 

R1: Diagnose diabetes based on clinical grounds by 
considering symptoms and the history of a suspected 
patient. 

U1 0% 0% 10% 70% 20% 

R2: Offer structured education, to diabetes patients, that 
includes the following components: diabetes knowledge, 
management, self-monitoring, and lifestyle adjustments. 

U2 0% 0% 20% 60% 20% 

R3: Advise patients about glucose management and educate 
them about the target levels they must achieve different 
conditions, and tests frequency. 

U3 0% 0% 15% 45% 35% 

R4: Provide individuals with tailored dietary advice to control 
weight and manage blood glucose.  

U4 0% 0% 25% 50% 25% 

R5: Provide physical activity advice to diabetes patients and 
produce an activity program for those who choose to 
integrate physical activities into their lifestyle. 

U5 0% 0% 20% 55% 25% 

R6: Develop a treatment plan based on the diabetes type and 
the medical background of each patient. 

U6 0% 0% 15% 55% 30% 

R7: Advise diabetes patients about how to achieve the target 
blood pressure level, the measuring frequency and the 
procedures of avoiding its complications. 

U7 0% 0% 10% 60% 30% 

R8: Test HbA1c level in diabetes patients periodically, to 
assess their glucose management performance. 

U8 0% 0% 15% 60% 25% 

R9: Manage health complications associated with diabetes. 
Provide assessment to patients who have complication 
symptoms and refer them to the appropriate hospital 
department.   

U9 0% 0% 15% 60% 25% 
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Figure 7:  Traceability between use case diagram and NICE recommendations 

 
 

Table 7:  Traceability between activity diagrams  
Activity Diagram Traceability to Use Case Diagram VP P A G VG 

Use Case 1 and Activity Diagram 1 0% 5% 20% 45% 30% 

Use Case 2 and Activity Diagram 2 0% 0% 20% 50% 30% 

Use Case 3 and Activity Diagram 3 0% 0% 30% 50% 20% 

Use Case 4 and Activity Diagram 4 0% 5% 20% 50% 25% 

Use Case 5 and Activity Diagram 5 0% 5% 25% 45% 25% 

Use Case 6 and Activity Diagram 6 0% 0% 25% 45% 30% 

Use Case 7 and Activity Diagram 7 0% 0% 20% 55% 25% 

Use Case 8 and Activity Diagram 8 0% 0% 20% 55% 25% 

Use Case 9 and Activity Diagram 6 0% 0% 25% 45% 30% 

 
 

7 Discussion 
 
In the previous sections we have checked traceability between 
NICE recommendations and the UML design models of our 
system.  Our target respondents have checked the traceability 
between medical recommendations and the UML diagrams. 
Results have indicated that the traceability factor between the 
recommendation and the diagrams is achieved.  Responses 
showed that the recommendations have been reflected in a good 
way in the use case diagrams.  Traceability between the use case 
diagram and the corresponding activity diagrams and classes, in 
the design class diagram, was well established.  Therefore, 
NICE recommendations were reflected very well in the system’s 
UML designs. 
 

8 Conclusion and Future Work 
 

This paper discussed a diabetes information system DIS through 
the unified modelling language UML.  The system’s 
requirements have been extracted from diabetes medical 
guidelines developed by the National Institute for Health and 
Care Excellence (NICE).  After identifying the requirements, we 
have modelled our system through UML.   The system models 
aim to comprehensively reflect the functional requirements of 
the system that allow effective delivery of care and treatment 
services of diabetes.  Additionally, we checked the traceability 
of NICE recommendation in the main system’s UML models.  
We have distributed a questionnaire in the Information 
Technology Department in Kuwait University to faculty 
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Figure 8:  Traceability between activity diagrams and use cases 
 

Table 8:  Traceability between activity diagrams and class diagram 

 
 

members and graduate students.   Results have shown that 
traceability of NICE recommendations in the systems’ design 
models is achieved.  With a traceability component we manage 
to reduce or avoid complications in the implementation phase.  
Additionally, we achieve consistency between the system's 
requirements and the design outcome.  In the future, we plan to 
extend the work and incorporate security mechanisms. 
Additionally, we aim to develop a prototype of our system. 
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Abstract 
 

MATLAB is considered one of the most important 
multipurpose programs.  In this paper we propose a testing 
package that can create Computer-Based Tests (CBT).  The 
package contains the most frequent question types that are 
adopted in the most prominent Learning Management Systems 
(LMS) such as Google Classroom, Moodle, Canvas, 
Blackboard, D2L, Joomla, Schoology, and Talent. Six types of 
questions are discussed:  True or False questions (TorF), 
Multiple Choice Questions (MCQ) single choice and multiple 
choice, fill in the blank, essay questions, and matching.  Each of 
these questions is built using the MATLAB App Designer tool 
that comes with MATLAB R2020a.  The package uses an Excel 
spreadsheet as a storage for the exam’s information, student’s 
answers, and grades.  The user can make an exam with an 
unlimited number of questions. The user can take an exam with 
two options, either without any help as a real test, or taking the 
exam as training, where a button to “show the correct answers” 
is visible.  The grading of the exam is a mixed operation 
between the user and the computer, the fill in the blank and 
essay question are graded manually.  All other forms of 
questions are graded automatically.  The graphical user interface 
is built for English language use.  The exams are static, and no 
form of adaptation is used.  Testing the program showed that the 
results are 100% accurate for a specimen of 200 users 
undertaking 20 different exams.          

Keywords: Computer-based test, learning management 
system, MATLAB, true or false questions, multiple choice 
questions, fill in the blank, essay questions. 

 
1 Introduction 

 
There has been a gradual growth over the past 40 years. in 

CBT.  as a suitable replacement for to paper and pencil testing.  
CBT was one of the most widely used internet uses in the late 
1990s, but e-learning has recently gained significant 
importance, especially since the corona pandemic’s emergence.  
Based upon reviewing the main LMS, six types of questions 
were selected to be built programmatically using the MATLAB 
App Designer. 

 
____________________ 

* College of Mass Media.  Email:  ammar.a@comc.uobaghdad.edu.iq 
† Computer Center.  

The exam is a non-adaptive, fixed test where the question 
types and order are previously selected by the creator of the 
exam according to the type of materials examined.  The user can 
navigate through the question using the next/previous button.  
The program has no time limit and the user must end the exam 
manually to get the final score and get the certificate to pass the 
exam.  The program presented runs on a standalone computer.  
The user creates an exam and automatically the exam is stored 
in an Excel spreadsheet named after the exam name selected by 
the creator.  The spreadsheet in the Excel file serves as an exam 
bank, where the creator sets a complete exam in every 
spreadsheet.      

 
2 Related Work 

 
In [3] a comparison between CBT and paper-based exams for 

the postgraduate student is made.  The majority of students 
preferred the  first over the latter. Grading MCQ automatically 
without human interaction in [4], the program has 100% results 
accuracy.  In [8] a fingerprint method is used to authenticate the 
examinee; the level of authentication is highly improved using 
these techniques.  In [15] a biometric recognition method is used 
to authenticate exam entrance.  In [16], methods and models of 
creating CBT are thoroughly explained, describing the ways to 
compare the models and describing the test delivery methods, 
finally; the validity issues are discussed; showing that it’s a key 
issue when deciding the best model for the program.  An 
application for CBT for smartphones (android) is presented in 
[14], the satisfaction for a sample of 30 students and a teacher is 
measured through a questionnaire, and a high rate of acceptance 
is noted.  A novel approach to CBT is introduced in [12], where 
the examinee is asked to assemble objects on a computer screen; 
the test is made using Macro Media Flash.  A comparison 
between traditional MCQ types of questions and innovative 
item formats in a CBT program was analyzed for IRT 
information with the three parameter and graded response 
models [9].  The waterfall model and the Reuse-oriented soft-
ware process models are used in [2] to make a component-based 
software that recycles the same software element to make other 
components.  A way to evaluate and minimize the length of a 
CBT on sentence comprehension is presented in [19], 5 to 8 
minutes were reduced from the exam time with the same results.  
The analysis in [18] discusses the effectiveness of the bimasoft 
application as a medium for evaluating CBT learning using 
Android.  Results of the study found that the application of the 

mailto:ammar.a@comc.uobaghdad
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bimasoft application as a medium for evaluating CBT learning 
using Android was very good (84.64%).  In [6] light is shed on 
the increase of electronic tools in education and learning, 
focusing on terminology, with diverse terms utilizing the same 
assessment approach within the literature, such as electronic 
assessment/evaluation, and online assessment/evaluation.  The 
work [13] is the closest to our work, where a system to 
create/undertake exams is presented; the system is built using 
visual basic, HTML, and My SQL.  The system proved to be 
very robust, stable, and error-free.  The results of favoring 
computer-based testing complex “Profvybir” are presented in 
[10], 780 students took part in the assessment.  This paper’s 
method of occupational guidance can be used to implement the 
policy of the Ministry of Education and Science in the 
development of occupational guidance can be applied by a 
career advisor at school, while the CBT complex may be an 
additional component of the occupational training program.  In 
[5] solutions to the current problems of CBT in Nigeria 
presented the user-friendly program using visual basic.  The 
system is designed using the agile methodology through the 
extreme programming approach and unified modeling language 
was used to bring the view to real-life situations.  Software is 
meant to be used for all kinds of CBT conducted or managed by 
universities in Nigeria.  The top-to-down approach was adopted 
as the implementation approach for the development.  The study 
of accessibility problems in CBT for blind persons is studied in 
[17] and gives some recommendations to facilitate the ease of 
use for them, the results showed that most CBT does not meet 
the expectations of visually impaired persons.  In [1] there is 
discussion of the use of blended learning in Iraqi universities, 
where the proposed hybrid model has decreased the error rate 
from (0.00014) to (0.00013).  An overview of the CBT models 
is made in [11]. Nigerian undergraduate students, participate in 
a CBT by comparing several modules studied by the students, 
the results of [7] showed that the students prefer CBT over 
paper-based exams.   

 
2.1 Software Description 
 
The main graphical user interface Figure 1 starts with a simple 
window that takes the user to three main parts of the program:  
1-creating the exams 2-taking an exam that is made in the first 
part, either as a real exam or as a practice (which shows the 
correct answer button hidden according to the type of exam) 3-
grading an exam taken in part two of the program.  The fourth 
part of the main interface contains a brief description of the 
program and the programmer.  

 

 
 

Figure1:  Main graphical user interface 
 
2.2 Part One:  Creating a New Exam 
 

The first part of the main GUI deals with creating a new exam, 
when this button is pressed, a message box popup asks the user 
to enter a proper name for the exam followed by another 
message box to specify the number of questions in the exam, as 
shown in Figure 2.  The coding for these message boxes is 
illustrated in Code 1. 

The first message will be turned into a spreadsheet in an 
Excel file that contains all the necessary information about the 
exam and the correct answers (including the total number of 
questions obtained from the second message box).     Afterward, 
a dropdown menu appears asking the user to choose one of the 
six available types of questions as shown in Figure 3.  The first 
row of the spreadsheet is reserved for the name of the exam cell 
(1,1) and cell (1,2), and the second row is also reserved for the 
number of the question in cells (2,1) and (2,2).  Code 2 presents 
the line way to choose from the drop-down box. 

There are six types of questions in the program: 

1-True or False: The coding for this type of question in the 
Excel spreadsheet is made as followed:  The first cell (x,1) 
is the code of the question which is given the number 1, and 
to the right a cell that contains the question cell(x,2) 
followed by a third cell for the correct answer (1 denotes a 
True answer and 2 denotes a False answer).  The GUI for T 
or F question is shown in Figure 4.  Code 3 presents the 
programming of the same question after retrieving the 
correct name of the spreadsheet, the total number of 
questions, and the current question pointer position. 

 

 

Figure 2:  Getting the name of the new exam with the total amount of questions 
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Code 1  Coding the message box and changing the input to a spreadsheet 

 
 

 

 

 

 

 

 
 
 

          Figure 3:  Question types    Code 2:  Choosing from drop down menu items 
 
 

After typing the question and choosing the correct answer 
the creator must push the save button and wait for the 
confirmation message box “Your Question is Saved” 
before choosing to return to the main page to pick another 
form of question or staying with the same type of question.  

 
2-Multiple Choice Questions (a single Choice from four 

choices):  The coding for this type of question in the Excel 
spreadsheet is made as follows:  The first cell (x,1) is the 
code of the question which is given the number 2, to the 
right a cell that contains the question cell(x,2) followed by 
a third cell (x,3) for the correct answer (1 denotes a first 
answer is correct, 2 denotes a second answer is correct, 3 
denotes a second answer is correct and 4 denotes the fourth 
answer is the right answer).  The cells(x,4) to (x,7) contain 
the four choices for the question.  This type of question is 

made using a radio button which enables only one choice 
for each question.  The GUI for MCQ single-choice 
question is shown in Figure 5, while the coding for such a 
question is presented in Code 4. 

 
3-Multiple Choice Questions (with multiple choices):  This 

type of question uses checkboxes instead of radio buttons 
which allows the user to select more than one option.  The 
coding for this type of question in the Excel spreadsheet is 
made as follows:  The first cell (x,1) is the code of the 
question which is given the number 3, to the right is a cell 
that contains the question cell(x,2) followed by a third cell 
(x,3) for the correct answer (see Table 1 for the different 
combinations of the answer).  The cells(x,4) to (x,7) contain 
the four choices for the question.  The MCQ multiple 
choices question is shown in Figure 6.   
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The MCQ (multiple choice) has almost the same GUI as the 
MCQ (single choice) with the same save and back to questions 
GUI buttons.  The coding for that type of question is presented 
in Code 5. 

 
4-Fill in the blank: The coding for this type of question in the 

Excel spreadsheet is made as followed:  The first cell (x,1) 
is the code of the question which is given the number 4, and 
to the right is a cell that contains the question cell(x,2) 
followed by cell (x,3) to (x,6) for the correct answers.  This 
type of question is graded manually unlike the first three 
types of questions which are graded automatically by the 
program.  The fill in the blank question is shown in Figure 
7.  The coding for fill in the blank is presented in Code 6. 

5-Essay Questions:  The student must write the answer in the 
edit text field.  The coding for this type of question in the 
Excel spreadsheet is made as followed:  The first cell (x,1) 
is the code of the question which is given the number 5, to  
 

the right is a cell that contains the question cell(x,2) 
followed by cell (x,3) for the correct answers.  This type of 
question is also graded manually like the fill in the blank 
question.  Essay GUI is shown in Figure 8.  The coding for 
the essay question is presented in Code 7. 

6-Match Questions:  The student is asked to match the options 
on the right to the ones on the left; the matching is made by 
clicking the number that carries the first sentence on the 
right first then clicking the matching sentence on the left.  
The user is asked to enter the correct option on the left that 
match the sentence on the right and this was considered the 
correct answer.  In a real exam both the left and right 
columns of options are distributed randomly each time, an 
exam is opened (as a real exam or as a training exam).  A 
click on the number of the sentence will change the color of 
the number and if it was followed by clicking the matching 
option on the left, the same color will appear on the left.  
The coding for this type of question in the Excel  
 

 

 

 

 

 

 

 

 

 

    
Figure 4:  True or false question type                                     Code 3:  The T or F programming 
 
 

           

Figure 5:  Multiple choice questions (a single choice from four choices)       Code 4:  Programming MCQS 
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Table 1:  The different possible combinations of MCQ (multiple choice) answer 
 

 

  

 

 

 

 

 

 

 
 

 

Figure 6:  Multiple choice questions (with multiple choices) 
 

 

Code 5: MCQ (multiple choices) 

Case No. CheckBox1 CheckBox2 CheckBox3 CheckBox4 Answer No. 
1 N N N N 1 
2 Y N N N 2 
3 N Y N N 3 
4 Y Y N N 4 
5 N N Y N 5 
6 Y N Y N 6 
7 N Y Y N 7 
8 Y Y Y N 8 
9 N N N Y 9 
10 Y N N Y 10 
11 N Y N Y 11 
12 Y Y N Y 12 
13 N N Y Y 13 
14 Y N Y Y 14 
15 N Y Y Y 15 
16 Y Y Y Y 16 
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Figure 7:  Fill in the blank Questions.                                               Code 6:  Fill in the blank 
 

 

Figure 8:  Essay question Code 7:  Essay questions. 
 

 
spreadsheet is made as followed:  The first cell (x,1) is the code 
of the question which is given the number 6, to the right a 
cell(x,2) to cell(x,5) is the sentence choices on the right, 
afterward the cells(x,6) to (x,9) contains their corresponding 
matching options on the left.  This type of question is graded 
automatically. Match GUI is shown in Figure 9.  The coding 
specifies the question type and gets the different options in the 
two columns presented in Code 8. 
 

The Excel spreadsheet that will be generated corresponds to 
an exam named ‘computer science’ with 6 questions (one for 
each type of question) with questions stated in Figures 4-9 
presented in Figure 10. 
 
2.3 Part Two: Opening an Existing Exam 

 
The program can make a test for the user either for making a 

real CBT or for practicing with exams that are in the program’s 
bank of questions.  After clicking the opening an existing test is 
pressed, and a message box appears asking for the name of the 
user followed by another message box asking the user to specify 
that the test is a real CBT or a practice test, as shown in Figure 
11.  Coding such a task is presented in code 9. 

The second message box input will have an impact on 
showing the button of ‘show the correct answer’, which will be 
invisible to the examinee taking a real CBT.  Afterward, the user 
is asked to select a test from the existing available exams.  The 
spreadsheet saved in the first part is turned into components in 
a list using the (listdlg) function.  As illustrated in Figure 12 the  
coding for such a list is presented in Code 10. 

Figure 13 shows the difference between a real CBT (a), and a 
practice test for the same exam (b), pressing the correct button 
will highlight the correct button in the autocorrect questions. (c) 
and (d).  Coding (a) and (b) are presented in Code 11 (a), while 
the code for c is indicated in Code 11 (b). 

The manually corrected questions (fill in the blank and essay) 
presented in Figure 14, and the “show the correct answer 
button” pressed and the questions with the correct answers are 
retrieved from the question spreadsheet and placed in the correct 
position.  

The matching question will display the left and right sides of 
options randomly each time this type of question is invoked by 
an exam; with the correct match saved in the original exam.  A 
click on the right side will cause a change in the color, and when 
the matching option on the left is clicked the same color appears 
and so on.  Figure 15 shows the match question in a real exam. 
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Like creating a new exam, answering an exam (as a real exam 
or as practice) will create a new spreadsheet every time the 
program is used.  The coding for the various question is given 
in Table 2 and Table3.    

The answers are coded as shown in Table 3. 
A spreadsheet is generated containing the student answers in 

Figure 16.  This sheet is given the name of the examinee and 
contains the name of the exam taken as well as the different 
answers from the examinee’s response to the different 
questions.  
 

2.4 Part Three: Grading an Exam 
 

This part is responsible for giving the proper grades to the 
examinee, the grading is semiautomatic.  The fill in the blank 
and the essay questions are graded manually while the program 
automatically grades the other types.  The pressing of the grade 
an exam button will display a list of the available answers, as 
shown in Figure 17. 

After choosing the desired exam, the questions appear in the 
order that they were saved with the examinee’s answer plus the 

 
 

  
 

Figure 9:  Match questions 
 
 

 
 

Code 8:  Match question 
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Figure 10:  The generated spreadsheet after creating an exam 
 
 
 

 

Figure 11:  Name of the examiner and type of test message boxes 
 
 
 

 

Code 9:  Dialog boxes 
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Figure 12:  Available exams list  Code 10:  The dialog box for choosing an exam 
 

 

(a)                                          (b)                                         (c) 
 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13:  Real & practice tests (a)   (b) 
 
 
 
 
 
 
 
 
 
 
 

Code 11:  T or F question with the ability to hide show the right answer 
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Figure 14:  Showing the correct answer in manually corrected questions 
 
 
 

 
 

Figure 15:  The Matching question in an exam 
 
 
 
 

Table 2:  The header for the answer 
Cell name contents   
A1 ‘Name of student’ B1 Actual name of the student 
A2 ‘Name of exam’ B2 Actual name of the exam 
A3…….An Type of Question by 

number(1,2,3,4,5 or 6) 
B3 The student’s answer (might be True or 

False according to Table 3 
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Table 3:  Coding the answers 
Cell name contents Cell name contents  
Ax ‘1:(for T or F question)  Bx 1 or 2 1: True 

2: False 
Ax+1 2 :(MCQ single choice) Bx+1 1,2,3 or 4 1:1st. answer selected 

2:2nd. Answer 
3:3rd answer 
4:4th.answer 

Ax+2 3 :(MCQ multiple choice) Bx+2 From 1 to 16   
 

According to the state 
illustrated in Table (1) 

Ax+3 4 :( Fill in the blank question) Bx+3,Cx+3,Dx+3, 
Ex+3 

Answers from 1 to 4 
according to the 
question 

 

Ax+4 5:( Essay question)  Bx+4 Answer to the 
question 

 

Ax+5 6 :(Match question) Bx+5,Cx+5,Dx+5, 
Ex+5, 
 

The select items on 
the right are coded in 
numbers from 1 to 4 

 

Fx+5,Gx+5, 
Hx+5,Ix+5 

The select items on 
the left are coded in 
numbers from 1 to 4 

 
 

 
 

Figure 16:  The spreadsheet was generated from the examinee’s answer 
 
 
correct answer (for the autocorrect questions).  The left side 
contains the name of the student, exam name, total score points, 
and score for an individual question (a spinner component that 
has a default number set to the grade number for a question.  
This number can be changed by the exam corrector if he wants 
to change the mark for the auto-graded question or give the 
proper degree for the fill in the blank or essay. 

After giving the proper degree “Degree accreditation button” 
is pressed, and the total degree is calculated, as shown in Figure 
18. 

For the manual grading questions, the spinner component is 
used to select the proper mark for the question.  When the final 
question is reached and this button is pressed followed by the 
“Degree accreditation button” the final mark and the name of  
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Figure 17:  List of the available examinee 

the student is stored in a third spreadsheet.  

3 Conclusion 

Information and communication technology (ICT) 
advancements will improve community life and allow 
governments to operate more efficiently and sustainably.  The 
CBT is one of the cornerstones of any LMS.  From the proposed 
system, we can draw the following conclusions: 

1-The three essential steps for the system (creating, taking,
and grading) are made by MATLAB in conjunction with
Microsoft Excel so that each question can be traced
thoroughly and clearly in all three steps no matter the size
of the exam.  The debugging was made for each type of
question separately with no margin of error.

2-There are six types of questions in the program chosen
according to the frequency of appearance in the major LMS
and CBT programs.  Many other common types of
questions like re-order and Hot spot can be easily added to
the program.

3- Many new types of questions can be invented and added to
the program, exploiting MATLAB capabilities.  For
example, MATLAB Simulink is one of the most promising
tools to be used for a real-time simulation in all fields of
technology and creating questions about these situations.

4-Although the exams are predefined(static) because the
program is mainly designed to be used in real exams; each
participating student has equal opportunity questions, 
further analysis of the answers can be made, to measure 
the response patterns and use that to tweak the questions. 
This topic is worth further investigation and can be used 
in future work. 

5-The program interfaces are designed in the English
language and they can be easily changed to other left-to-
right languages simply by changing the interfaces for each
question. On the other hand, right-to-left needs an added
effort to change the alignment of the text boxes to use these
languages in the program.

Figure 18:  T or F question grading 
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Figure 19:  Pass exam certification 

 

 

Figure 20:  Record of examinee  
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